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Abstract

This article aims at presenting a new local subcell monolithic Discontinuous-Galerkin/Finite-Volume
(DG/FV) convex property preserving scheme solving system of conservation laws on 2D unstruc-
tured grids. This is known that DG method needs some sort of nonlinear limiting to avoid spurious
oscillations or nonlinear instabilities which may lead to the crash of the code. The main idea mo-
tivating the present work is to improve the robustness of DG schemes, while preserving as much
as possible its high accuracy and very precise subcell resolution. To do so, a convex blending of
high-order DG and first-order FV schemes will be locally performed, at the subcell scale, where it is
needed. To this end, by means of the theory developed in [58, 59], we first recall that it is possible to
rewrite DG scheme as a subcell FV method, defined on a subgrid, provided with some specific nu-
merical fluxes referred to as DG reconstructed fluxes. Then, the subcell monolithic DG/FV method
will be defined as follows: to each face of each subcell we will assign two fluxes, a 1st-order FV one
and a high-order reconstructed one, that in the end will be blended in a convex way. The goal is
then to determine, through analysis, optimal blending coefficients to achieve the desired properties.
Numerical results on various type problems will be presented to assess the very good performance
of the design method.
A particular emphasis will be put on entropy consideration. By means of this subcell monolithic
framework, we will attempt to address the following questions: is this possible through this mono-
lithic framework to ensure any entropy stability? What do we mean by entropy stability? What is
the cost of such constraints? Is this absolutely needed while aiming for high-order accuracy?
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1. Introduction

This paper is concerned with solving systems of conservation laws, and it is well known that hyper-
bolic partial differential equations frequently lead to discontinuous weak solutions within a finite time
frame, posing significant challenges for numerical simulations. These challenges revolve around han-
dling discontinuities, ensuring accuracy, and maintaining solutions within an admissibility set, such
as guaranteeing positive density and internal energy in gas dynamics. Addressing these constraints
simultaneously is particularly difficult because they often conflict with one another, demanding so-
phisticated approaches in the design of numerical methods for hyperbolic problems. A large number
of numerical schemes have been developed during these past fifty years to achieve such a goal, and
one which has particularly stood out is the Discontinuous Galerkin (DG) method. This scheme,
initially introduced by Reed and Hill for neutron transport [46], has become one of the most widely
used numerical schemes, particularly in computational fluid dynamics. Significant advancements
by Cockburn and Shu in a series of seminal papers, see for instance [11] and the references within,
have propelled DG methods forward. These methods theoretically allow for achieving any arbitrary
order of accuracy while maintaining a compact stencil, and they exhibit desirable properties such
as L2 stability and hp-adaptivity. The DG scheme is renowned for its high accuracy and precise
subcell resolution, even demonstrating superconvergence in some cases. However, robustness is a
critical concern alongside accuracy. High-order DG schemes are known to produce spurious oscil-
lations in the presence of discontinuities and possibly non-physical solutions (e.g., negative density
or pressure in gas dynamics), which may lead to nonlinear instability or code crashes. Therefore,
stabilization techniques are essential. This fundamental issue has been extensively tackled in the
past. There is thus a vast literature on that topic, among which [2, 4, 33, 64, 29, 35, 41]. For a
lot more detailed description of the state of the art limiters, we refer to [58] and the references within.

These past fifteen years, great progresses have been made in the direction of stabilizing and im-
proving the robustness of high-order DG methods. And to do so, two main properties were under
study: convex set preserving also referred to as Invariant Domain Preserving (IDP) and high-order
entropy stability. In the former, the goal is to ensure that the numerical solution remains, at all
time, in a convex admissible set. This property particularly permits to guarantee global maximum
principle for Scalar Conservation Laws (SCL) and for instance positivity of the density and pressure
in the Euler system case. The articles on this subject have flourished in recent years. Although
not exhaustive, it is worth mentioning [67, 66] and [5] where some polynomial limiters have been
developed to ensure such property, as well as [63] where a new framework, refereed to as geometric
quasilinearization, has been introduced to also develop bound-preserving numerical methods. An-
other wide family of schemes also concerned with this convex property preserving issue is the one
gathering Flux-Corrected Transport (FCT) techniques, Algebraic Flux Corrections (AFC) and con-
vex limiting schemes, see for instance [3, 65, 20, 43, 19, 21, 36, 24, 38]. Most of these aforementioned
methods share a similar philosophy, meaning blending high-order and low-order fluxes, operators or
schemes to ensure the preservation of convex properties or more generally to be IDP.

Now, regarding high-order entropy stable schemes, a new class of numerical methods has recently
extensively grown in popularity, see for instance [16, 17, 6, 18, 8, 7, 15]. Those schemes, generally
referred to as entropy conservative/stable DG Spectral Element Method (DGSEM), were initially
developed in the context of finite difference Summation-By-Parts (SBP) operators and Simultane-
ous Approximation Term (SAT) by T. Fisher and M. Carpenter in their seminal paper [16]. In the
context of DG, they rely on the use of particular quadrature rules inducing a mass lumping type
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diagonalization of the mass matrix and specific collocation of the flux in order to exhibit discrete
SBP properties. Then, a substitution of the flux collocation values by a combination of entropy
conservative numerical fluxes ensures an entropy conservation or dissipation while preserving the
high-order accuracy. While some SBP operators and entropy stable DGSEM scheme have been
successfully extended to simplex meshes, see for instance [26, 8], this family of numerical methods
are generally restrained to one-dimension in space or tensor-product multi-dimensional grids.

A third direction which has been particularly embraced this past decade and has shown some of the
most promising developments is subcell techniques. Here, the idea is to subdivide the bad cells, and
to adopt a special procedure with the hope of curing the negative aspects of the original scheme.
Some examples of this strategy can be found in [28, 53, 13]. For example, in [28], the authors use a
convex combination between high-order DG schemes and a first-order Finite-Volume (FV) method
on a subgrid, allowing them to retain the very high accurate resolution of DG in smooth areas
and ensuring the scheme’s robustness in the presence of shocks. Similarly, in [53, 13], after having
detected the troubled zones, cells are then subdivided into subcells and a robust first-order FV
scheme, or alternatively other robust scheme (second-order TVD FV scheme, WENO scheme, . . . ),
is performed on the subgrid in troubled cells. Let us emphasize that these subcell techniques offer
several advantages. They preserve the high accuracy of DG schemes in smooth regions by applying
corrections only where necessary. This local modification approach ensures that the majority of
the grid remains unaffected by the stabilization process, maintaining computational efficiency and
accuracy. Let us however emphasize that if a correction is used at the subgrid level, all the subcells
contained in a bad cell are generally impacted. Since one of the main advantages of high-order
schemes is to be able to use coarse grids while still being very precise, one can see that there is a
waste of information here, as well as unnecessary computational effort made. This is particularly
the case in the vicinity of discontinuities since the polynomials are globally modified. This problem
was addressed in the one-dimensional case in [58] and in the two-dimensional unstructured case in
[59]. This new technique relies on the reformulation of DG schemes as a FV-like scheme defined on
a subgrid, through the definition of particular fluxes referred to as reconstructed fluxes. Then, after
computing a DG candidate solution and checking if this solution is admissible, one returns if needed
to the previous time step and corrects locally, at the subcell scale, the numerical solution. In the
subcells where the solution was detected as bad, one substitutes the DG reconstructed flux on the
subcell boundaries by a robust first-order numerical flux. And for subcells detected as admissible,
one keeps the high-order reconstructed flux which allows to retain conservativity as well as the very
high accurate resolution of DG schemes. Consequently, only the solution inside troubled subcells and
their first neighbors will have to be recomputed. Elsewhere, the solution remains unchanged. This
correction procedure is then extremely local, and has proved in different contexts its high capability
to ensure a stable and robust behavior while maintaining the very high accuracy of DG schemes,
see [58, 22, 59, 23].

Finally, in recent years the interest in combining these three family of schemes and techniques,
namely convex limiting methods, high-order entropy stable schemes and subcell techniques has
grown tremendously. Have therefore emerged new methods, as [37, 45, 50, 49, 48, 42], which com-
bine, at the subcell scale, high-order and low-order schemes to ensure different properties on the
numerical solution, while trying to preserve accuracy. For instance in [48], the authors develop a
subcell monolithic scheme blending high-order DGSEM based on Gauss-Lobatto quadrature points
and a first-order FV scheme. Different conditions on the blending coefficients, corresponding to dif-
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ferent properties as positivity or local maximum principle for the concern of spurious oscillations, are
presented. Similarly, in [42], a monolithic Gauss-Lobatto DGSEM and FV scheme is also presented
but along with a particular blending procedure, based of the resolution of a continuous Knapsack
optimization problem, enabling the preservation of the high-order accuracy of the scheme while en-
suring a cell entropy inequality. Let us underline that the numerical scheme presented in the present
article falls also in this category. Indeed, the aim of this paper is to introduce a new monolithic
scheme in which DG and first-order FV methods will be blended, locally at the subcell scale, to en-
sure any convex property as well as different entropy stabilities, while trying to preserve as much as
possible the high accuracy of DG schemes. Let us emphasize that the monolithic schemes presented
in [48, 42], because being based on Gauss-Lobatto solution representation and flux collocation, are
limited to one-dimension in space, or by tensor-product extension to multi-dimensions on Cartesian
grids. And because the theory developed in [59], namely reformulating DG scheme into a FV-like
one, is very general in the sense that it can be extended to any dimension and any type of grids
and cell subdivision, we aim here at presenting a monolithic scheme applicable to generic polytopal
meshes. Let us emphasize however that, if the whole theory and scheme are indeed developed on any
type of grid, numerical results are only shown on triangular meshes. The practical implementation
of those schemes on generic polygonal grids is still an ongoing project.

Now, to present this local subcell monolithic DG/FV scheme, the remainder of this paper is organized
as follows: we recall in Section 2 how DG schemes, based on unstructured grids, can be reinterpreted
as a subgrid FV-like scheme, through the definition of particular fluxes that we referred to as
reconstructed fluxes. While this part mainly relies on Section 2 of our previous article, [59], this
theoretical analysis will be taken further here as the case where the number of subcells does not fit
the dimension of the functional space will be addressed. Then, the local subcell monolithic DG/FV
scheme will be introduced in Section 3. Practically, to each face of each subcell, we will assign
two fluxes, one reconstructed flux giving the equivalency with a high-order DG scheme and one
first-order FV numerical flux. These two fluxes will then be blended in a convex manner through
a blending coefficient between zero and one. The goal is now to determine, through analysis, the
optimal coefficients to reach the desired properties while trying to maintain as much as possible
the high accuracy of the scheme. Following this, we present in Section 4 different definitions for
the blending coefficients to reach different types of entropy stability, meaning from a fully-discrete
subcell entropy inequality for any entropy to a semi-discrete cell entropy inequality for one given
entropy. Only the latter one will proved to allow high-order accuracy preservation. Numerical results
and a preliminary conclusion on those entropy stabilities will be given at the end of this section.
Finally, Section 5 is devoted to the definition of the blending coefficients ensuring different maximum
principles, and by this making the monolithic scheme IDP. These theoretical parts as well as the
different numerical results will be presented for both SCL and the Euler compressible gas dynamics
system of equations.

4



2. DG scheme reformulation

This section is devoted to the demonstration of the equivalency between DG schemes and a FV-
like method on a subgrid provided the definition of particular fluxes. This theoretical part mainly
relies on Section 2 of our previous article, [59]. Consequently, only the essential ingredients of such
reformulation will be recalled at this time. Let us yet note that this theoretical analysis will be taken
further here than in [59], as the case where the number of subcells does not fit the dimension of the
functional space will be addressed. To remain as simple as possible, two-dimensional SCL will be
considered in this section. The system extension is perfectly straightforward. Let then u = u(x, t),
for x ∈ ω ⊂ R2 and t ∈ [0, T ], be the solution of the following problem{

∂t u(x, t) +∇x � F (u(x, t)) = 0, (x, t) ∈ ω × [0, T ],

u(x, 0) = u0(x), x ∈ ω,

(1a)
(1b)

where u0 is the initial data and F (u) the flux function. For the subsequent discretization, let us
introduce the following notation. {ωc}c would be a generic partition of the domain ω into non-
overlapping cells, with |ωc| being the size of ωc. We also partition the time domain in intermediate
times (tn)n with ∆tn = tn+1 − tn the nth time step. In the DG framework, the numerical solution
is considered piecewise polynomial over the domain, and hence developed on each cell onto P k(ωc),
the set of polynomials of degree up to k defined on cell ωc. This space approximation theoretically
leads to a (k + 1)th space order accurate scheme. Let uch =

∑Nk
m=1 u

c
m(t)σcm(x) be the restriction

of uh, the piecewise polynomial approximation of the solution u, over the cell ωc, where the ucm are
the Nk successive components of uch over the polynomial basis {σcm}m. We recall that, in the two-
dimensional case, Nk = (k+1)(k+2)

2 . The coefficients ucm are the solution moments to be computed.
To this end, by means of the weak formulation of equation (1a) on ωc, restricting the solution
functional space and the test function space to P k(ωc) and then substituting the solution u by its
approximated polynomial counterpart uch, one gets∫

ωc

∂ uch
∂t

σ dV =

∫
ωc

F (uch) �∇xσ dV −
∫
∂ωc

σ Fn dS, ∀σ ∈ P k(ωc). (2)

The DG numerical solution uch is then the unique polynomial function defined in P k(ωc) satisfying
equation (2) for all function σ ∈ P k(ωc). In (2), the numerical flux function Fn, in addition to
ensure the scheme conservativity, is the cornerstone of any FV or DG scheme regarding fundamental
considerations as stability, positivity and entropy among others. In this context, this numerical flux
is defined as a function of the two states on the left and right of each interface, Fn = F (u−, u+,n),
with u− = lim

ϵ→ 0+
uch(xi − ϵn, t) and u+ = lim

ϵ→ 0+
uvh(xi + ϵn, t), where ωv is a face neighboring cell

of ωc, while xi and n respectively stand for a point and the unit outward normal of the separating
interface. From now on, we refer to the set containing the face neighboring cells of ωc as Vc. The
numerical flux function is generally obtained through the resolution of an exact or approximated
Riemann problem. In this context of SCL, we make use of the following well-known general numerical
flux definition

F(u−, u+,n) =

(
F (u−) + F (u+)

)
2

� n− γ(u−, u+,n)

2
(u+ − u−). (3)

Under condition γ(u−, u+,n) ≥ maxw∈ I(u−,u+)

(
|F ′(w) � n|

)
, where I(a, b) = [min(a, b),max(a, b)],

the numerical flux (3) is nothing but an E-Flux, [44, 54]. A FV scheme relying on such a numerical
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flux will be positivity-preserving and ensure a discrete entropy inequality for any entropy. Let us
emphasize that for well studied systems, as Euler or shallow water systems of equations for instance,
the whole theory and scheme development that will follow can be easily extended to classical nu-
merical fluxes, as Runsanov, HLL and HLL-C.

Now, taking in system (2) the test function σ among the polynomial basis functions leads to the
following linear system allowing the calculation of the solution moments ucm

Nk∑
m=1

ducm
dt

∫
ωc

σcm σ
c
p dV =

∫
ωc

F (uch) �∇xσ
c
p dV −

∫
∂ωc

σcp Fn dS, ∀ p ∈ J1, NkK. (4)

Terms
∫
ωc
F (uch) � ∇xσ

c
p dV and

∫
∂ωc

σcp Fn dS are respectively referred to as volume and surface
integrals.

Remark 2.1. Let us emphasize that these volume and surface integrals have to be computed in
practice. Considering complex SCL with non-polynomial flux or non-linear systems as the Euler
compressible gas dynamics one with non-convex equation of state for instance, exact integration may
be difficult nay impossible. Generally, people either use quadrature rules, as originally introduced in
[12], or a collocation of the flux, as it is done in nodal DG [25] or in DGSEM [17]. As demonstrated
in [10], quadrature rules exact for polynomials of degree respectively 2 k for volume integrals and
2 k + 1 for surface ones have to be used to reach the expected accuracy. In this article, such an
approach is chosen. In the remainder,

∮
will refer to quadrature approximated integration, while

∫
holds for exact integration. Obviously, for polynomials of degree up to 2 k and 2 k + 1 respectively
for volume and surface integrals,

∫
and

∮
are indeed equivalent.

Remark 2.2. In [30], G.-S. Jiang and C.-W. Shu proved that DG schemes solving SCL do ensure
a cell entropy inequality, for the square entropy η(u) = 1

2 u
2. Similarly in [27], this square stability

analysis has been extended by S. Hou and X.-D. Liu to symmetric systems. However, those demon-
strations rely on exact calculation of integrals, and thus does not apply if one uses quadrature rules.
They are also limited to the square entropy.

In system (4), we identify
∫
ωc
σcm σ

c
p dV = (Mc)mp as the generic coefficient of the symmetric mass

matrix Mc ∈ MNk
. The scheme (4) can then be reformulated in a compact matrix-vector form as

Mc
dUc

dt
= Φc, (5)

with (Uc)m = ucm the solution vector filled with the polynomial moments, and where the so-called
DG residuals Φc ∈ RNk are defined as (Φc)m =

∮
ωc
F (uch) �∇xσ

c
m dV −

∮
∂ωc
σcm Fn dS. Now, aiming

at reformulating DG scheme (5) as a subgrid FV-like scheme, let us subdivide the mesh cells into
subcells, similarly to what we did in [58, 59]. Let us emphasize that here we can relax the constraint
requiring the number of subcells to match the dimension of the functional space. Hence, the subdi-
vision can be chosen very freely. If Nk stands for the number of degrees of freedom in a given cell,
let define Ns as the number of subcells in the cell. The only constraint we impose here is to have
enough subcells not to be under-resolved, hence we impose Ns ≥ Nk. In Figure 1, we present some
easily generalizable subdivisions for triangle cells. Let us mention that in the first two, Figures 1(a)
and 1(b), Ns = Nk. This is no more the case in the last one, Figure 1(c), as the number of subcells
exceed by a lot the dimension of P 3.
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S1 S2 S3 S4

S5 S6 S7

S8 S9

S10

(a) Quad/tri: Ns = Nk

S1 S2 S3 S4

S5

S6

S7

S8

S9

S10

(b) Voronoi-type: Ns = Nk

S2 S4 S6

S8

S1 S3 S5 S7

S9

S10

S11

S12

S13 S15

S14

S16

(c) Tri: Ns > Nk

Figure 1: Examples of easily generalizable subdivisions for a triangular cell and a P 3 DG scheme (Nk = 10)

Remark 2.3. Let us emphasize that, while only triangular grids are considered for numerical appli-
cations, see Sections 4.4 and 5.3, the following demonstration as well as the local subcell monolithic
DG/FV scheme presented in the remainder are not limited to this case. Any grid made of generic
polygonal cells can be considered. Furthermore, apart from the coding aspects, the present analysis
and monolithic scheme can also be directly extended to 3D geometries.

That being said, let us consider a cell ωc and its subdivision into Ns subcells Sc
m, for m ∈ J1, NsK.

Then, we define the numerical solution subcell mean values, also referred to as submean values,
as u c

m = 1
|Sc

m|
∫
Sc
m
uch dV . To express DG scheme as a subgrid FV-like method, we want find the

so-called reconstructed fluxes F̂mp such that

ducm
dt

= − 1

|Sc
m|

∑
Sv
p ∈V c

m

lmp F̂mp. (6)

In equation (6), V c
m denotes the set of face neighboring subcells of Sc

m, while lmp stands for the
length of the interface fmp between subcells Sc

m and Sv
p . Let us highlight that Sv

p ∈ V c
m can either

be inside cell ωc or in one of its neighbors ωv ∈ Vc. As in [59], we impose on the boundary of
cell ωc, so for Sv

p ̸⊂ ωc, that the reconstructed flux is nothing but the DG numerical flux, i.e.
lmp F̂mp =

∮
fmp

F (uch, u
v
h, nmp) dS. As details of the proof have been given in [59], let us simply

recall the final formula to compute the subcell interior faces reconstructed fluxes

F̂c = −At
c L−1

c

(
Dc PcM

−1
c Φc +Bc

)
. (7)

In (7), if N c
f denotes the number of subcells’ faces inside ωc, meaning not belonging to ∂ωc, the

vector F̂c ∈ RNc
f then contains all the interior faces reconstructed fluxes weighted by the face length,

i.e. lmp F̂mp. Matrix Ac ∈ MNs×Nc
f

stands for the adjacency matrix, L−1
c ∈ MNs the generalized

inverse of the graph Laplacian matrix of the subdivision, Dc = diag(|Sc
1|, . . . , |Sc

Ns
|) ∈ MNs the

subcells volume matrix, Pc ∈ MNs×Nk
the projection matrix such that (Pc)mp = 1

|Sc
m|
∫
Sc
m
σcp dV

and (Bc)m =
∮
∂Sc

m∩∂ωc
Fn dS the cell boundary contribution. Definition of all these matrices can

be found in [59]. Let us just recall that matrices Ac and L−1
c only depends on the cell subdivision

connectivity, while Dc, Pc and Mc depends on the chosen basis function and their values on the
subcells. All those matrices can be computed initially, once and for all. The only time dependent
quantities in (7) are Φc, the DG residual which is computed and available in any DG code, and term
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Bc which is required to close the linear system to solve and ensure that (7) is indeed the unique
solution. Let us mention that different cell subdivisions will lead to different reconstructed flux
values, but will still be equivalent to the same unique DG polynomial solution, see Figure 3(b).

Remark 2.4. To go from the polynomial representation of the solution to its submean values, we
make use of the projection matrix Pc as U c = Pc Uc, where U c ∈ RNs is the vector containing all
the subcell mean values in cell ωc. Now, working with the piecewise constant representation of the
numerical solution on the subcells through equation (6), one still needs the polynomial representation
of the solution in the computation of the DG residual. Then, to go from the submean values ucm to
the polynomial moments ucm, we make use of the following least square procedure

Uc = (P t
c Pc)

−1 P t
c U c. (8)

Given Ns subcells mean values {ucm}m∈J1, NsK, this least-squares polynomial reconstruction procedure
defines the optimal polynomial moments

{
ucp
}
p∈J1, NkK minimizing the following cost function I:

I
({

ucp
}
p∈J1, NkK

)
=

1

2

Ns∑
m=1

(
ucm − 1

|Sc
m|

∫
Sc
m

uch dV

)2

.

In the light of (8), we consider a subdivision to be admissible if matrix P t
c Pc is indeed invertible,

which has been the case for all subdivisions we have studied. Let us emphasize that in the case where
Ns = Nk, relation (8) reduces to Uc = P−1

c U c, and the cost function I = 0.

To make sure that, regardless the type of cell subdivision, the FV-like scheme (6) provided with
the reconstructed fluxes definition (7) does indeed produce the DG numerical solution defined in
equation (2), let us run the classical solid body rotation test case taken from [40]. To this end, we
then consider (1a) with a divergence-free velocity field corresponding to a rigid rotation, defined by
F (u,x) = (12 − y, x − 1

2)
t u. We apply this solid body rotation to an initial datum which includes

both a plotted disk, a cone and a smooth hump. We run this test as a FV-like scheme (6) associated
with definition (7), where the DG residual has been computed as for a P 3 DG scheme. The three
types of subdivision displayed in Figure 1 have been considered, see Figure 2.
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(a) Quad/tri subdivision
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(b) Voronoi-type subdivision
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(c) Triangular subdivision

Figure 2: P 3reconstructed flux FV schemes on 576 cells: subcells mean values

While the subcells mean values displayed in Figures 2 and 3(a) are slightly different, the three
computations, involving three different types of cell subdivision, do indeed produce the exact same
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polynomial numerical solution, which is nothing but the one that a P 3 DG code would have pro-
duced, see Figure 3(b) where the three curves overlap. Figures 2 and 3, although demonstrating

-0.2

 0
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 0.4

 0.6

 0.8

 1

 1.2

 0  0.2  0.4  0.6  0.8  1

exact solution
triangular subdivision
cartesian subdivision
polygonal subdivision

(a) Subcells mean values

-0.2

 0

 0.2

 0.4
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 0.8
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 0  0.2  0.4  0.6  0.8  1

exact solution
Quad/tri subdivision

Voronoi-type subdivision
Triangular subdivision

(b) Polynomial values

Figure 3: P 3 reconstructed flux FV-type solutions on 576 cells along the line y = 0.75

how accurate DG schemes are, also highlight the need of further limitation or correction to ensure
an admissible behavior. Indeed, while the unique entropic weak solution is supposed to remain
bounded by the minimum and maximum of the initial datum u0 (the so-called maximum principle),
the numerical solutions in Figure 3 clearly violate this principle. In the context of systems, as the
Euler compressible gas dynamics one for instance, this maximum principle translates into a posi-
tivity principle, where some quantities have to remain positive, as the density and internal energy
in the aforementioned Euler case. The non-preservation of the positivity of the numerical solution
is absolutely critical, as it can lead to the crash of the simulation code. In both Figures 2 and 3,
one can furthermore clearly see the well-known Gibbs phenomenon, for which the approximation of
a discontinuity through a high-order scheme will produce spurious oscillations. Those phenomena,
along with the capture of non-entropic weak solutions, require some stabilization or correction tech-
niques. This paper aims at presenting a local subcell monolithic DG/FV scheme, where DG scheme
will be blended at the subcell scale with a first-order FV scheme, in order to combine the best of
the two worlds, namely accuracy and robustness.

3. Local subcell monolithic DG/FV scheme

3.1. Blended fluxes and intermediate Riemann states
The previous reformulation of DG schemes into a subcell FV-like method, through the definition
of reconstructed fluxes, enables us to construct our local subcell monolithic DG/FV scheme. To
this end, to each face fmp of each subcell Sc

m we will assign two fluxes, one reconstructed flux
F̂mp giving the equivalency with a high-order DG scheme and one first-order FV numerical flux
F FV
mp = F

(
ucm, u

v
p,nmp

)
, where nmp is outward unit normal of face fmp. Then, these two fluxes will

be blended in a convex manner through a blending coefficient θmp ∈ [0, 1] as in following

F̃mp = F FV
mp + θmp

(
F̂mp −F FV

mp

)
︸ ︷︷ ︸

∆Fmp

. (9)
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A blending coefficient set to 0 will lead to a first-order FV numerical flux, while a coefficient set at
1 will induce a high-order DG reconstructed flux. The local subcell monolithic DG/FV then writes
as follows

ducm
dt

= − 1

|Sc
m|

∑
Sv
p ∈V c

m

lmp F̃mp. (10)

The goal is now to determine, through analysis, the optimal coefficients to reach the desired prop-
erties while trying to maintain as much as possible the high accuracy of the scheme. To do so, we
rewrite the monolithic scheme (10) as a Godunov-like scheme. But first, as only the semi-discrete
version of the analysis and monolithic scheme have been presented, we make use of SSP Runge-
Kutta (RK) time integration method [51] to achieve high-accuracy in time. In the light of the fact
that these multistage time integration methods write as convex combinations of first-order forward
Euler scheme, the monolithic DG/FV scheme will be presented for the simple case of this latter time
numerical scheme, for sake of simplicity. The semi-discrete scheme (10) provided with first-order
forward Euler time integration writes

uc,n+1
m = uc,nm − ∆t

|Sc
m|

∑
Sv
p ∈V c

m

lmp F̃mp, (11)

where all the quantities involved in the definition of the blended flux F̃mp are taken at time level n (at
the previous Runge-Kutta stage in a RK time integration). Defining γmp = γ (uc,nm , uv,np ,nmp) and
recalling that

∑
Sv
p ∈V c

m
lmpnmp = 0, let us now rewrite uc,n+1

m as a convex combination of quantities
defined at the previous time step

uc,n+1
m = uc,nm − ∆t

|Sc
m|

∑
Sv
p ∈V c

m

lmp F̃mp ±
∆t

|Sc
m|

∑
Sv
p ∈V c

m

lmp γmp u
c,n
m +

∆t

|Sc
m|F (uc,nm ) �

∑
Sv
p ∈V c

m

lmpnmp,

=
(
1− ∆t

|Sc
m|

∑
Sv
p ∈V c

m

lmp γmp

)
uc,nm +

∆t

|Sc
m|

∑
Sv
p ∈V c

m

lmp γmp

(
uc,nm − F̃mp − F (uc,nm ) � nmp

γmp

)
.

Then, defining the left blended Riemann intermediate state ũmp
− = uc,nm − F̃mp−F (uc,n

m ) �nmp

γmp
, the

previous expression can finally be recast into the following convex form

uc,n+1
m =

(
1− ∆t

|Sc
m|

∑
Sv
p ∈V c

m

lmp γmp

)
uc,nm +

∆t

|Sc
m|

∑
Sv
p ∈V c

m

lmp γmp ũmp
−. (12)

Consequently, uc,n+1
m does indeed write as a convex combination of previous time step quantities

under the standard CFL condition in this subcell context

∆t ≤ |Sc
m|∑

Sv
p ∈V c

m

lmp γmp

. (13)

By means of the numerical flux definition (3), the left blended Riemann intermediate state ũmp
−

can be rewritten into the following form

ũmp
− =

uc,nm + uv,np

2
−
(
F (uv,np )− F (uc,nm )

)
� nmp

2 γmp
− θmp

∆Fmp

γmp
= u∗, FV

mp − θmp
∆Fmp

γmp
, (14)

10



where u∗, FV
mp is nothing but the first-order FV Riemann intermediate state. It is straightforward to

prove that, since γmp ≥ maxw∈ I(uc,n
m ,uv,n

p )

(
|F ′(w) � nmp|

)
, we have then u∗, FV

mp ∈ I(uc,nm , uv,np ), see
Appendix A.1.

For sake of clarity, let us specify conservativity relations. Obviously, we have that npm = −nmp as
well as F FV

pm = −F FV
mp , F̂pm = −F̂mp and F̃pm = −F̃mp, while θpm = θmp and u∗, FV

pm = u∗, FV
mp . In the

light of these relations, it is clear the right blended Riemann intermediate state ũmp
+ := ũpm

− hence
writes ũmp

+ = u∗, FV
mp + θmp

∆Fmp

γmp
. It then appears that, where in first-order FV scheme we have only

one Riemann intermediate state, here we have two, ũmp
± = u∗, FV

mp ± θmp
∆Fmp

γmp
, which both rely on

the admissible first-order one u∗, FV
mp . Consequently, introducing G, a convex admissible set where the

solution has to remain in, if the numerical initial solution does lie in G, then it is always possible to
find blending coefficients θmp to ensure that uc,nm remains in G during the whole calculation.

Remark 3.1. To ensure the approximated solution to be in G at the initial time, the initialization
has to be carried out by computing the subcell mean values and then use the projection matrix Pc

to recover the cell polynomial representation, and not by a L2 projection or an interpolation as it is
generally done in DG schemes.

As long as the first-order FV scheme used should achieve the desired properties, one can always find
blending coefficients for the high-order local subcell monolithic scheme to do as well. The different
conditions on the blending coefficients will be formulated as inequalities. Thus, to combine several
properties, one just have to take the minimum of the corresponding conditions.

Let us enlighten that it has been previously observed, [58, 59], that a stiff transition from first-order
to a fully high-order scheme would produce more oscillatory solutions. It will be the case in 2D if a
subcell will be assigned with first-order FV fluxes on some faces (corresponding to θmp = 0) as well
as fully high-order reconstructed fluxes (corresponding to θmp = 1) on some other faces. In order to
avoid such strong variation in fluxes accuracy, we will make use of blending coefficients smoothers.

3.2. Blending coefficients smoothening
In our previous work [59], a posteriori blending of high-order reconstructed fluxes with first-order FV
fluxes have been performed with arbitrary blending coefficients. And, in the context of non-linear
problems, to avoid to yield too strong transitions from high to low orders, a wider blending stencil
with increasing coefficients (increasing according to the sequence {0, 14 , 12 , 34 , 1}) was used. Here, in
this a priori monolithic framework, we make use of a simple procedure to avoid very stiff order
transitions. Let us mention that we only make use of this coefficient smoother for solving non-linear
problems, as it is not needed in the linear case. Furthermore, two different versions will be used, as
a more constraining one will help in the context of non-convex fluxes SCL.

3.2.1. Coefficients smoothening n°1
Each subcell Sc

m will be given a blending coefficient θ c
m defined as the average of its faces blending

coefficients, as in follows

θ c
m =

1

#V c
m

∑
Sv
p ∈V c

m

θmp. (15)
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Then, each subcell’s face blending coefficient might be potentially reduced to the average of subcells’
blending coefficients of every subcells sharing a node with face fmp, as

θ̃mp = min

θmp,
1

#Vmp

∑
Sv
q ∈Vmp

θ v
q

 .

Here, Vmp is the set containing all the subcells that share at least one node with face fmp.

3.2.2. Coefficients smoothening n°2
This second smoother is nothing but the first one where the different averaged values are substituted
by minimum values. Consequently, each subcell Sc

m will be given a blending coefficient θ c
m defined

as the minimum of its faces blending coefficients, as in follows

θ c
m = min

Sv
p ∈V c

m

θmp.

Then, each subcell’s face blending coefficient might be potentially reduced by taking

θ̃mp = min

(
θmp, min

Sv
q ∈Vmp

θ v
q

)
.

Those two smoothening techniques have proved to improve the numerical results while preserving
all the different properties presented in the next sections. While in Section 5 we focus on imposing
positivity and local maximum principles to control spurious oscillations, which will prove to pro-
duce the best results, in the next section we first address the different questions regarding entropy
stability.

4. Entropy stabilities

This section is devoted to entropy stability. By means of this local subcell monolithic DG/FV
framework, we will attempt to address the following questions: Is it possible to find θmp the blend-
ing coefficients ensuring entropy stability? What do we mean by entropy stability? What is the cost
of such constraints? Is this absolutely needed while aiming for high-order accuracy? To this end, we
first introduce the definition of blending coefficients ensuring different types of entropy stabilities,
while discussing the cost of such properties. Numerical results are then presented to confirm the
developed theory, and to help us answer the stated queries.

For sake of simplicity, entropy stability will be addressed here in the simple case of SCL. Nonetheless,
the extension to systems is perfectly straightforward. In the remainder, let then η(u) be a strictly
convex entropy, while ϕ(u) be the associated entropy flux. v(u) = η′(u) refers to the entropy
variable, ψ(u) = v(u)F (u) − ϕ(u) and Ψ(v) = ψ

(
u(v)

)
to the entropy potential flux. Thanks to

the entropy convexity, the mapping between u and v is indeed a diffeomorphism.

4.1. Discrete subcell entropy stability for any entropy =⇒ First-order
First, let us enforce, at the discrete level and subcell scale, an entropy inequality for any given
entropy. To this end, we seek a blending coefficient θmp making the blended flux F̃mp an E-flux.
Such flux does yield the desired property, as recalled in Appendix A.2. Let introduce γ̃mp such that

F̃mp =
F
(
uc,nm

)
+ F

(
uv,np

)
2

� nmp −
(
γmp − 2 θmp∆Fmp

)︸ ︷︷ ︸
γ̃mp

uv,np − uc,nm

2
.

12



Then, to ensure a discrete entropy inequality, at the subcell level, for any entropy, it is sufficient to
take θmp such that γ̃mp ≥ maxw∈ I(uc,n

m ,uv,n
p )

(
|F ′(w) � nmp|

)
. This conditions leads to the following

condition: if ∆Fmp . (u
v,n
p − uc,nm ) > 0 then

θmp ≤ min

(
1,

(
γmp − γmax

) (
uv,np − uc,nm

)
2∆Fmp

)
, (16)

where γmax := max
w∈ I (uc,n

m ,uv,n
p )

(
|F ′(w) � nmp|

)
.

Remark 4.1. While this particular choice does ensure the desired entropy property, it does also, as
expected, lead to a first-order accurate scheme, as displayed in Table 1 and Figure 5. As stated
in [56], an E-scheme is indeed first-order accurate, and in light of condition (16), one can see for
instance that θmp will be partially set to zero in the simple case of linear advection or if one uses
global Lax-Friedrichs numerical flux.

4.2. Semi-discrete subcell entropy stability for one given entropy =⇒ Second-order
Because condition (16) would lead to a first-order scheme, we may relax our expectations for sake
of accuracy. Instead of a discrete entropy stability, for any entropy, one may aim for a semi-discrete
entropy inequality, for a given entropy - entropy flux pair (η, ϕ). To this end, we make use of the
following Tadmor two-point entropy conservation/dissipation condition, see [55, 56]

F̃mp

(
v
(
uv,np

)
− v
(
uc,nm

))
≤
(
ψ
(
uv,np

)
−ψ

(
uc,nm

))
� nmp.

As the first-order FV flux does ensure such inequality, see Appendix A.3, a sufficient condition for
the blended flux to do as well is: if ∆Fmp .

(
v
(
uv,np

)
− v
(
uc,nm

))
> 0 then

θmp ≤ min

1,

(
ψ
(
uv,np

)
−ψ

(
uc,nm

)
v
(
uv,np

)
− v
(
uc,nm

) ) � nmp −F FV
mp

∆Fmp

 (17)

Remark 4.2. As one would expect, [56], condition (17) does decrease the accuracy to second-order,
see Figure 5. Practically, it has been observed that this condition even further reduces the accuracy,
as illustrated in Table 1.

4.3. Semi-discrete cell entropy stability for one given entropy =⇒ High-order
To get a second-order accurate scheme, we had no choice but to relax a bit the aimed entropy
stability, by getting a semi-discrete entropy stable scheme, at the subcell level, for one given pair
(η, ϕ). In order to preserve the order of accuracy of this monolithic DG/FV scheme, we go from
a subcell semi-discrete entropy stability to a cell based one, again for a given entropy. To do so,
let us first introduce {φc

m}m, a particular set of Pk basis functions. Let us emphasize that in the
case where Ns > Nk, those functions form a spanning set. Those functions, previously introduced
in [58, 59] and that we refer to as sub-resolution basis functions, can be seen as the L2 projection
of the subcell indicator functions 1Sc

m
(x) onto Pk(ωc). They are defined such that ∀ψ ∈ Pk(ωc) and

∀m = 1, . . . , Ns ∫
ωc

φm ψ dV =

∫
Sc
m

ψ dV. (18)
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We note vcm the corresponding moments such that vch =
∑Ns

m=1 v
c
m φ

c
m. Now, let us express the time

variation of a given entropy η over cell ωc

∆ηc :=
d

dt

∮
ωc

η
(
uch
)
dV =

∮
ωc

v
(
uch
)
∂tu

c
h dV.

Referring by vch the L2 projection of the entropy variable v
(
uch
)

onto Pk(ωc), and by means of (18),
the entropy variation can be put into the following simple expression

∆ηc =

∫
ωc

vch ∂tu
c
h dV =

Ns∑
m=1

vcm

∫
ωc

φc
m ∂tu

c
h dV =

Ns∑
m=1

vcm

∫
Sc
m

∂tu
c
h dV.

In the light of (8) and remark 2.4, the entropy time variation leads to the following compact form

∆ηc =

Ns∑
m=1

|Sc
m| vcm

ducm
dt

. (19)

In the case where Ns > Nk, this last equality has to be understood in a least square sens. The use
of the semi-discrete scheme (10) provides us with the following expression

∆ηc = −
Ns∑
m=1

vcm
∑

Sv
p ∈V c

m

lmp F̃mp. (20)

Now, let fc be the set containing the subcell’s faces of any subcell in ωc, while f̆c would be the set of
subcell’s faces inside ωc, meaning not belonging to ∂ωc. By means of previous definition, # f̆c = N c

f ,
and if fmp ∈ fc \ f̆c := “fc that means fmp ⊂ ∂ωc. Manipulating the two sums in (20) and recalling
that the reconstructed fluxes are set to the DG numerical flux on the cell boundary, we are able to
recast the cell entropy time evolution as

∆ηc =
∑

fmp ∈ f̆c

lmp

(
vcp − vcm

)
F̃mp −

∑
fmp ∈“fc

(1− θmp) lmp v
c
mF FV

mp

−
∑

fmp ∈“fc

θmp v
c
m

∮
fmp

F (uch, u
v
h, nmp) dS.

Adding and retrieving
∑

fmp ∈“fc
θmp

∮
fmp
v
(
uch
)
F (uch, u

v
h, nmp) dS to the previous relation, the

entropy variation can be separated into two terms, i.e. ∆ηc = A + B, where

A =
∑

fmp ∈ f̆c

lmp

(
vcp − vcm

)
F̃mp +

∑
fmp ∈“fc

θmp

∮
fmp

(
v
(
uch
)
− vcm

)
F (uch, u

v
h, nmp) dS (21)

and

B = −
∑

fmp ∈“fc

lmp

(
(1− θmp) v

c
mF FV

mp +
θmp

lmp

∮
fmp

v
(
uch
)
F (uch, u

v
h, nmp) dS

)
. (22)

A sufficient to ensure a correct cell entropy inequality would then be to yield that

A ≤
∑

fmp ∈“fc

lmp

(
(1− θmp) Ψ

(
vcm
)
+
θmp

lmp

∮
fmp

ψ
(
uch
)
dS

)
� nmp. (23)
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Indeed, this sufficient condition would ensure the following inequality

∆ηc ≤ −
∑

fmp ∈“fc

lmp

(
(1− θmp)

(
vcmF FV

mp −Ψ
(
vcm
)
� nmp

)
+
θmp

lmp

∮
fmp

(
v
(
uch
)
Fn −ψ

(
uch
)
� nmp

)
dS

)
.

The right hand side contains two contributions, a low-order one and a high-order one. Regarding
the latter, if the numerical flux used in the DG scheme for the calculation of the reconstructed fluxes
ensures the two-point Tadmor condition

F (uL, uR,n)
(
v(uR)− v(uL)

)
≤
(
ψ(uR)−ψ(uL)

)
� n, (24)

then the high-order part induces

− 1

lmp

∮
fmp

(
v
(
uch
)
Fn −ψ

(
uch
)
� nmp

)
dS ≤ − 1

lmp

∮
fmp

ϕ∗
(
uch, u

v
h, nmp

)
dS := −ϕ̂mp,

where the consistent numerical entropy flux ϕ∗ is defined as

ϕ∗(uL, uR,n) =

(
v(uL) + v(uR)

)
2

F(uL, uR,n)−
(
ψ(uL) +ψ(uR)

)
2

� n. (25)

Similarly, by means of an appropriate FV flux F FV
mp , the low-order contribution produces

−
(
vcmF FV

mp −Ψ
(
vcm
)
� nmp

)
≤ −ϕ∗

(
u
(
vcm
)
, u
(
vvp
)
, nmp

)
:= −ϕ FV

mp. (26)

Combining the low and high contributions, the sufficient condition (23) ensures that

d

dt

∮
ωc

η
(
uch
)
dV ≤ −

∑
fmp ∈“fc

lmp

(
(1− θmp) ϕ

FV
mp + θmp ϕ̂mp

)
:= −

∑
fmp ∈“fc

lmp ϕ̃mp, (27)

which guarantees the entropy stability over cell ωc, for a given entropy η.

Remark 4.3. We previously said that, by means of appropriate FV fluxes F FV
mp , relation (26) is

ensured. To this end, the first-order FV fluxes, previously defined as F FV
mp = F

(
ucm, u

v
p,nmp

)
, have

to be modified for this entropy consideration as follows

F FV
mp = F

(
u
(
vcm
)
, u
(
vvp
)
, nmp

)
. (28)

While this definition, along with condition (23), guarantees entropy stability, global maximum and
positivity preserving principles, introduced in the next Section 5, may not be assured anymore.

Lastly, to ensure the sufficient condition (26), let us show that it is possible to reformulate it as a
continuous Knapsack problem, similarly to [42]. In this aforementioned paper, Y. Lin and J. Chan
have introduced a way to ensure a semi-discrete cell entropy inequality for monolithic SEMDG
schemes, by ultimately solving a continuous Knapsack optimization problem. This technique has
been applied to systems of conservation laws in one-dimensional or tensor-product multi-dimensional
settings. Investigations are currently carried out toward the extension to simplex elements, but based
on connecting quadrature points to build the SBP low-operator and not on any subcell representa-
tion. The main difference between the monolithic framework used in [48, 42] and the one presented
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here resides in the fact that the former are for now mostly limited to tensor-product Cartesian
grids, as the summation-by-parts property of the scheme derives from specific quadrature points
based solution approximation and flux collocation. The framework presented here is by construction
multi-dimensional and can be theoretically applied to any type of grids with great flexibility in the
choice of cell sub-partition. Let us emphasize nonetheless that in [48, 42], thanks to the Gauss-
Lobatto representation, the solution point-values can be simultaneously considered as subcell mean
values. This characteristic, while mainly limiting the scheme to one-dimensional or tensor-product
multi-dimensional geometries, makes the entropy analysis way simpler, as only one set of data is
involved. Here, two sets of data are required in the entropy development, see definition (19), namely
the solution subcell mean values ucm and the entropy solution sub-resolution moments vcm. This is
the reason why, as said in Remark 4.3, the first-order FV numerical fluxes require to be modified if
one aims at this cell entropy stability.

Let us finally formulate the sufficient condition (26) into the following continuous Knapsack problem

Cc �Θc ≤ Dc, (29)

where the vector Θc =
(
θ1, . . . , θ#“fc

, θ#“fc+1, . . . , θ#fc

)t
contains all the boundary subcells’ faces

and interior subcells’ faces, where Dc the right hand side is defined as

Dc =
∑

fmp ∈“fc

lmpΨ
(
vcm
)
� nmp −

∑
fmp ∈ f̆c

lmp

(
vcp − vcm

)
F FV
mp , (30)

while vector Cc writes as, with fi = fmp

Cc
i =


∮
fmp

((
v(uch)− vcm

)
Fn −

(
ψ(uch)−Ψ(vcm)

)
� nmp

)
dS, ∀i = 1, . . . ,#“fc,

lmp

(
vcp − vcm

)
∆Fmp, ∀i = #“fc + 1, . . . ,#fc.

Let us emphasize that (29) is indeed solvable, as Dc ≥ 0. Indeed, in the worse scenario, Θc can be
set to zero. The positivity of Dc is easily verifiable as, through (28) and (25), it directly follows that
−
(
vcp − vcm

)
F FV
mp ≤ −

(
Ψ(vcm)−Ψ(vvp)

)
� nmp, and Dc can be recast into

Dc ≥
Ns∑
m=1

 ∑
Sv
p ∈V c

m

lmpnmp

 �Ψ(vcm) = 0.

Following the steps of [42], we efficiently solved (29) through a Greedy algorithm (see [42] for a
detailed algorithm) by finding all the θmp under the constraint 0 ≤ θmp ≤ θemp ≤ 1, where the θemp

can be any additional constraint on the blending coefficient, while maximizing
∑

fmp∈ fc
θmp .

Remark 4.4. While conditions (16) and (17) would respectively reduce the accuracy to first and
second order, condition (29) does allow the preservation of the high-order accuracy of the scheme,
see for instance Table 1 and Figure 5. To make sure of it, let us raise that substituting uh by a
smooth function u leads to Cc � 1− Dc = |ωc| O(hk+1

c ), where hc is the diameter of cell ωc. Indeed,
after some simple manipulations, it is possible to write that

Cc � 1− Dc = E∂ωc

(
ϕ(u) � n

)
+ Eωc

(
F (u) �∇xv

c
h

)
− E∂ωc

(
vch F (u) � n

)
+

∫
ωc

(
v(u)− vch

)
∇x � F (u) dV,
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where EΩ(f) =
∮
Ω f dΩ−

∫
Ω f dΩ. Then, using similar arguments as in [10], and since we make use

of quadrature rules respectively exact for polynomials up to degree 2k over ωc and 2k + 1 over ∂ωc,
we obtain the desired result. Then, by means of the greedy algorithm, see [42], it is possible to state
that (θmp − 1) ∆Fmp = |ωc|

lmp
O(hk+1

c ) = O(hk+2
c ). In the end, as the blended flux can be re-expressed

as F̃mp = F̂mp + (θmp − 1) ∆Fmp = F̂mp + O(hk+2
c ), the monolithic DG/FV scheme reduces to a

pure DG one, up to O(hk+2
c ), in this smooth solution context.

4.4. Numerical results: entropy stabilities
To end this section concerned with entropy, and to confirm the previous stated results regarding the
different entropy stability and their respective cost in accuracy, we run some numerical tests on some
classical problems. Let us emphasize that a lot more problems and test cases will be considered in
the section devoted to maximum principles, Section 5.3, as the following one is simply devoted to
the questions related to entropy announced in the introduction of this part. In the following, if not
stated otherwise, the subcell mean values will be displayed.

4.4.1. 1D linear advection case
First, let us consider the very simple case of 1D linear advection ∂tu+ a ∂xu = 0, where the velocity
is set to a = 1. We start from a smooth initial condition u0(x) = sin(2πx) and assume periodic
boundary conditions. We assess the scheme accuracy after one full period. In Figure 4, numerical
solutions obtained by means of the P 8 monolithic DG/FV scheme based on the three different
blending coefficients, conditions (16), (17) and (29), ensuring the three different types of entropy
stability, are plotted.

-1

-0.5

 0

 0.5

 1

 0  0.2  0.4  0.6  0.8  1

exact solution
discrete subcell entropy

semi-discrete subcell entropy
semi-discrete cell entropy

cells boundaries

Figure 4: P 8-DG/FV solutions on 5 cells with η(u) = 1
2
u2

As expected, one can see how the first condition does reduce the accuracy to first-order, the second
to second-order while the third one is the only one able to preserve the high accuracy, as with only
5 cells the numerical solution is extremely close to the exact one. The rates of convergence gathered
in Table 1 further confirm this result. Let us emphasize that, as previously proved, in this smooth
solution context the local subcell monolithic DG/FV scheme with the third entropy stability condi-
tion reduces to a pure DG scheme, up to machine precision.
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Entropy stability n°1 Entropy stability n°2 Entropy stability n°3
h EL2 qL2 EL2 qL2 EL2 qL2

1/1 6.97E-1 0.21 5.76E-1 1.35 1.32E-2 4.64
1/2 6.01E-1 0.48 2.26E-1 1.43 5.27E-4 6.36
1/4 4.29E-1 1.54 8.40E-2 1.41 6.41E-6 5.98
1/8 2.64E-1 0.92 3.16E-2 1.22 1.02E-7 5.89
1/16 1.48E-1 - 1.36E-2 - 1.72E-9 -

Table 1: Convergence rates for the linear advection case for P 5-DG/FV monolithic scheme

We follow with the classical case of the linear advection of a composite signal, introduced in [31].
This signal is composed by a succession of Gaussian, rectangular, triangular and parabolic signals.
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semi-discrete subcell entropy
semi-discrete cell entropy

Figure 5: P 5-DG/FV solutions on 40 cells and η(u) = 1
2
u2

Figure 5, in which monolithic P 5-DG/FV solutions ensuring the three types of entropy stability are
displayed, confirms furthermore our previous conclusion on accuracy and entropy. However, let us
note that the numerical solution ensuring the semi-discrete cell entropy inequality, for η(u) = 1

2 u
2,

is very close to what a pure DG scheme would produce, and thus exhibits the same pathologies. To
be able to see a more significant impact of this entropy inequality enforcement, let us use different
entropies, i.e. η(u) = |u− ke|1+ϵ\(1+ ϵ). Those can be seen as a smoothed version of the Kruzkov’s
entropies. The coefficient ϵ > 0 is set here at ϵ = 0.25, while different values of ke will be used. In
Figure 6, we make use of two different ones, respectively ke = −0.00001 and ke = 1.00001. One
can clearly see how the numerical solution has now been impacted by the semi-discrete cell entropy
stability, and how this condition puts the emphasis around u = ke making in the first case the
numerical solution almost positive while in the second case roughly less than one.
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Figure 6: P 5-DG/FV submean values on 40 cells: ϵ = 0.25 and η(u) = |u− ke|1+ϵ\(1 + ϵ)

4.4.2. 1D Buckley non-convex case
Now, we address the challenging 1D Buckley problem. The Buckley equation is defined as ∂tu +
∂xF (u) = 0, where the non-convex flux function writes F (u) = 4u2

4u2+(1−u)2
. As said in Remark 2.1,

since the flux function is now a complex rational function, it is not practical to analytically integrate
the volume integrals. And due to that, entropy stability proved in [30] does not hold anymore.
Furthermore, approximated integration or collocation of the flux may also produce some aliasing
effects, see [58] for some examples. Here, we want to observe the benefit of entropy stability and
check if a semi-discrete cell entropy inequality for one given entropy is practically enough to capture
the correct unique entropic weak solution. To this end, two different test cases will be addressed. The
first one has been introduced by T. Chen and C.-W. Shu in [8]. This Riemann problem, consisting
in an initial discontinuity located at x = 0 and taking -3 and 3 as left and right values, admits an
entropic solution containing two shock waves connected by a flat rarefaction that is close to 0. We
run this test case on a domain [−0.5, 0.5] and end at time t = 1. As said in the aforementioned
paper, in this case the choice of the entropy function is critical. To corroborate this statement, we
make use of the same two entropy functions as in [8], meaning the energy one η(u) = 1

2 u
2 and

η(u) =
∫
arctan(20u) du, a mollified version of the Kruzkov’s entropy |u|. To solely observe the

effect of entropy stability, and not other choices of blending coefficients ensuring other properties,
see Section 5, we additionally use here the DG maximum principle preserving limitation of X. Zhang
and C.-W. Shu [67] to make sure the computation goes through. This additional limitation will
only be used here, as in the next section maximum principle and positivity will be ensured directly
by appropriate choice of blending coefficients. In Figure 7(a), the P 3-DG/FV monolithic scheme
is used on 80 cells, ensuring the high accuracy preserving semi-discrete cell entropy stability, with
the two different entropies discussed before. In Figure 7(a), it is clear how the scheme using the
energy entropy has failed to capture the entropic weak solution, while using another entropy, putting
the stress around 0 because being an approximation of |u|, has solved this issue. This is perfectly
consistent with the results obtained in [8]. Now, making use of the same two entropies, we run a
second test case in which we start from the initial solution u0(x) = 1 if x ∈ [−1

2 , 0] and u0(x) = 0
elsewhere. The results obtained again by means of the P 3-DG/FV monolithic scheme using 80 cells
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Figure 7: P 3-DG/FV submean values on 80 cells: η1(u) =
1
2
u2 and η2(u) =

∫
atan(20u) du

are shown in Figure 7(b). One can clearly see how none of these two choices of entropy has enabled
the scheme to capture the entropic solution. A proper entropy has to be designed in some retro-
engineering process to fit not only the PDE considered but also the test case to hope to capture the
correct solution. And this may be even not feasible if the solution presents very complex structures.
Let us emphasize that similar results would have been obtained ensuring a semi-discrete subcell
entropy inequality, meaning by means of condition (17), as this entropy stability is ensured only for
one chosen entropy. Only the first condition (16) enforcing discrete entropy stability for any entropy
will succeed in capturing the unique weak solution in both cases. But, as recalled, it will reduce the
accuracy to first-order.

4.4.3. 2D KPP non-convex case
We now turn our attention to the 2D KPP problem proposed by Kurganov, Petrova, Popov (KPP) in
[34]. For this particular problem, the flux function is given by F (u) = (sin(u), cos(u))t. Considering
the computational domain [−2, 2]× [−2.5, 1.5], the initial condition reads as follows

u0(x) =

{
7π
2 if x < 1

2 ,

π
4 if x > 1

2 .

This test is very challenging to many high-order schemes as the solution has a two-dimensional
composite wave structure. Thus, generally, to be able to capture such a rotation composite structure,
very fine grids are used. Here, we compare a referential solution, obtained through a first-order FV
scheme on a very fine grid made of 209184 triangular cells, with the one obtained with the P 3-DG/FV
monolithic scheme with the accuracy preserving semi-discrete cell entropy stability for η(u) = 1

2u
2,

on a coarse mesh made of 1054 cells, see Figure 8. Because it has been previously observed in [59]
that in this particular case, voronoi-type cell subdivision 1(b) produces slightly better results, this
cell sub-partition is then used here. One can notice how this entropy stability condition does not
guarantee the capture of the correct weak entropy solution. And refining the mesh would not cure
this issue.
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Figure 8: P 3-DG/FV entropic scheme: non-entropic solution

4.4.4. 1D modified Sod shock tube problem
Finally, to end this section regarding entropy stability, we now consider the 1D version of the Euler
compressible gas system of equations (32). A classical test case, where numerical schemes may
capture a non-physical weak solution, is the modified Sod shock tube problem, [57]. This problem
is a modified version of the popular Sod’s test [52]; the solution consists of a right shock wave, a
right traveling contact wave and a left sonic rarefaction wave. This test is very useful in assessing
the entropy satisfaction property of numerical methods, as some of them may present a shock at the
sonic point in the rarefaction. In Figure 9, both solutions obtained by means of P 5 pure DG scheme
with the X. Zhang and C.-W. Shu positivity-preserving limiter [68] and our P 5-DG/FV monolithic
scheme with the accuracy preserving semi-discrete cell entropy stability. The chosen entropy in the
Euler case is η(U) = −ρ log (p/ργ). In both cases, Rusanov type of numerical flux has been used.
Firstly, it is important to note that while pure DG method without positivity limiter crashes and thus
fails to produce a solution, the monolithic scheme with cell entropy stability does run without any
need of positivity limiter. Secondly, one can see how the cell entropy stability reduces the amplitude
of spurious oscillations. However, let us also emphasize that both schemes successfully capture the
correct entropic solution, as none of them present the non-physical shock in the rarefaction wave.
Similar results can be obtained with the use of HLL or HLL-C numerical fluxes.

4.5. Conclusion on entropy stabilities?
Let us recall the questions we were asking ourselves at the beginning of this section. First, is it
possible to find θmp, the blending coefficients, ensuring entropy stability? The answer is obviously
yes. But what do we mean by entropy stability? We have shown how to ensure three types of en-
tropy stabilities, meaning a fully-discrete subcell entropy inequality for any entropy, a semi-discrete
subcell entropy one for a given entropy and a semi-discrete cell entropy one for a given entropy. The
follow-up question is then what are the costs of such constraints? If one wants to ensure entropy
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Figure 9: P 5 pure DG with positivity limiter and DG/FV monolithic scheme with cell entropy stability on 20 cells

stability for any entropy, the scheme has no choice but to reduce to a first-order one. Relaxing
this objective and aiming for an entropy stability for only one entropy, we may achieve second or
even arbitrary high-order of accuracy. However, to indeed preserve the high-order accuracy of DG
scheme, the cell entropy inequality requires to modify the definition of the subcell’s faces FV fluxes
in the monolithic DG/FV scheme, see Remark 4.3, which may invalidate other properties as positiv-
ity for instance. Finally, regarding the last question, is entropy stability absolutely needed? In the
design of first-order schemes or any robust scheme forming the safe basis of a MOOD-type [9, 13]
or monolithic scheme, it totally is. A FV scheme with the Roe solver without entropy fix would fail
for instance to capture the correct solution in the modified Sod test case 4.4.4. That being said, if
the goal is to go to very high order of accuracy, one has no choice but to relax its expectations and
aim for an entropy stability for only one entropy. And then, it may always be possible to design
a test case, considering a particular scalar conservation law with complex fluxes, that will trick
high-order entropy conservative/stable schemes and make them fail to capture the unique entropic
solution. From our experience, while high-order entropy stability does slightly introduce numerical
diffusion and consequently reduces spurious oscillations, it is generally not enough to capture the
correct entropic solution in complicated cases. An additional shock capturing technique is added,
which brings further diffusion and hence does the trick. Now, considering systems of equations, as
the Euler compressible gas one, generally no high-order entropy stability is needed as a pure DG
scheme with entropic stable numerical fluxes would be enough to capture the entropic solution, see
Figure 9. It may not be the case considering complex equations of state, with non-concave pres-
sure for instance, but in classical settings we are not aware of any test case where an high-order DG
scheme, based on entropic numerical fluxes as Rusanov or HLL, does capture a non-entropic solution.

While entropy stability may not be absolutely required, preserving global bounds of some variables
generally is, as negative density in the compressible gas case would lead to a crash of the code. The
next section aims at defining the blending coefficients to guarantee the numerical solution to remain
in a convex admissible set, as well as imposing a local maximum principle to reduce the apparition
of spurious oscillations. Those conditions will prove to introduce enough numerical diffusion for the
scheme to capture the correct entropic solution as well as to produce the best results.
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5. Global and local maximum principles

This section is devoted to the definition of blending coefficients to ensure different maximum prin-
ciples. It is important to emphasize that we do distinguish physical minimum/maximum principles,
that the unique entropic solution should ensure, from numerical maximum principles used in the
following to avoid, as much as possible, the apparition of spurious oscillations.

5.1. Physical maximum principles
Here, we present the minimum requirements on the numerical solution to ensure the simulation code
to be robust.

5.1.1. Scalar conservation laws and global maximum principle
Considering SCL, equation (1), if the initial datum yields u0 ∈ [α, β], then the unique entropic weak
solution u ensures u(., t) ∈ [α, β] for any time t. To guarantee that the numerical solution submean
values do respect such property, it is sufficient, by convexity of relation (12), that the blended
Riemann intermediate states ũmp

± also remain in [α, β]. Since u∗, FV
mp does, a sufficient condition is

then to take θmp such that

θmp ≤ min
(
1,
∣∣∣ γmp

∆Fmp

∣∣∣ min
(
β − u∗, FV

mp , u∗, FV
mp − α

))
. (31)

5.1.2. Euler system and positivity preservation
Let us consider the Euler compressible gas dynamics system{

∂t U(x, t) +∇x � F
(
U(x, t)

)
= 0, (x, t) ∈ ω × [0, T ],

U(x, 0) = U0(x), x ∈ ω,

(32a)
(32b)

with U = (ρ, q, E)t and F
(
U
)
:=
(
F ρ, F q, FE

)t
= (q, v ⊗ q + p Id, (E + p)v)t. The conserved

variables ρ, q = ρv and E then respectively stand for the density, momentum and total energy,
while v characterizes the fluid velocity. The thermodynamic closure is given by the equation of
state p = p(ρ, ε), where ε = E − 1

2ρ∥v∥2 denotes the internal energy. In this paper, we make use
of a gamma gas law, i.e. p = (γ − 1) ε, where γ is the polytropic index of the gas. Although the
whole theory presented here has been introduced in the simple case of scalar conservation laws, the
extension to the system case is perfectly straightforward.

Now, defining the admissible convex set G =
{
U = (ρ, q, E)t , ρ > 0, p > 0

}
, we want to ensure

that any subcell mean value ucm remains in G at all time. Following similar steps as in [36, 48], we
first ensure the positivity of the density and then of the internal energy. Firstly, we introduce a first
temporary blending coefficient θ(1)mp such that

θ(1)mp ≤ min
(
1,
∣∣∣ γmp

∆F ρ
mp

∣∣∣ ρ∗, FV
mp

))
. (33)

Then, defining quantities Amp, Bmp and Mmp as in the following

Amp =
1

(γmp)2

(
1

2

∥∥∆F q
mp

∥∥2 − θ(1)mp∆F
ρ
mp∆F

E
mp

)
,

Bmp =
1

γmp

(
q∗, FV
mp �∆F q

mp − ρ∗, FV
mp ∆FE

mp − θ(1)mpE
∗, FV
mp ∆F ρ

mp

)
,

Mmp = ρ∗, FV
mp E∗, FV

mp − 1
2

∥∥q∗, FV
mp

∥∥2,
(34)
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where Mmp > 0 in the case of a positivity-preserving FV scheme, we introduce a second temporary
blending coefficient as

θ(2)mp ≤ min

(
1,

Mmp∣∣Bmp

∣∣+max
(
0, Amp

)) . (35)

Finally, the blending coefficients will be defined as the product of these two, i.e. θmp = θ
(1)
mp θ

(2)
mp.

Remark 5.1. The previous formulas have been given for a numerical flux of form (3), which includes
global Lax-Friedrichs and Rusanov fluxes, producing a single FV intermediate state U∗,FV

mp . Everything
can be easily extended to other types of numerical fluxes, as HLL or HLL-C fluxes for instance.
In those latter cases, for sake of simplicity, we can set γmp, present in the previous formula, as
γmp = max(|SL

mp|, |SR
mp|), where SL

mp and SR
mp are the smallest and highest velocities of the two

acoustic waves, see [1] for a proper definition of those velocities to ensure a positivity-preserving
behavior. Doing so, the first-order FV numerical flux will then produce two FV Riemann intermediate
states U∗,±

mp , left and right, being defined as a convex combination of the HLL or HLL-C intermediate
states and the initial left and right states U

c
m and U

v
p.

Remark 5.2. It is essential to emphasize that those maximum or positivity principles impose the
subcell mean values to remain in G, the admissible set. However, nothing is said on the values of
the solution polynomial reconstruction, required in the computation of the DG residuals to define
the reconstructed fluxes. It is thus perfectly possible that the polynomial solution in a cell yields a
non-admissible value, at a cell interface for instance, which will lead to non-admissible reconstructed
fluxes (even possibly NaN values). Obviously, this situation is automatically treated in this monolithic
framework as, if the reconstructed flux F̂mp presents a pathological value, as NaN for instance, the
blending coefficient will be set to zero. In the end, this means that if the uncorrected DG solution is
nowhere to be saved inside the cell and the DG code would have then crashed, the monolithic scheme
will then reduce to a first-order FV scheme applied on each subcell contained in the pathological cell,
see for instance the results obtained for the Mach 20 hypersonic flow test case 5.3.10.

5.2. Local maximum principles
Now, to reduce as much as possible the apparition of spurious oscillations in the approximation of
discontinuous solution, we choose to impose a local maximum principle, at the subcell level.s

5.2.1. Scalar conservation laws and local maximum principle
For SCL, thanks to their hyperbolic nature, the solution at a point should remain bounded by the
minimum and maximum values of the solution at a previous time, taken in a large enough domain
including the point under consideration. To ensure a low oscillatory behavior of the numerical
solution, we will mimic such property at the discrete level. To do so, we will impose the submean
value uc, n+1

m on subcell Sc
m to be bounded by the submean values at the previous time step (or the

previous RK step in the general case) in a given subcells set, as

αc
m := min

Sw
q ∈N (Sc

m)

(
uw, n
q

)
≤ u c,n+1

m ≤ max
Sw
q ∈N (Sc

m)

(
uw, n
q

)
:= βcm, (36)

where N (Sc
m) is a set containing neighboring subcells of Sc

m (and including subcell Sc
m) yet to be

defined. The wider the set N (Sc
m) is, the softer this local maximum principle will be. Reversely, a

smaller set would lead to a larger first-order FV contribution in flux blending. In this work, similarly
to the one used in the non-linear numerical results section of [59], N (Sc

m) will be constituted by
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subcell Sc
m, as well as all its face and node neighboring subcells Sv

q , either they belong to the same
cell or not. By introducing Pc

m the set of vertices of subcell Sc
m, as well as Vp the set of subcells

that share xp as a vertex, i.e. Sv
p ∈ Vq =⇒ xq ∈ Pv

p , this definition of N (Sc
m) can be rewritten as

N (Sc
m) =

⋃
xp ∈Pc

m
Vp.

Now, to guarantee condition (36) for any subcell, in the light of relation (12) it is sufficient to
ensure that ũmp

− ∈ [αc
m, β

c
m] along with ũmp

+ ∈ [αv
p, β

v
p ]. Since u∗, FV

mp satisfies both conditions, it
is sufficient to take θmp such that

θmp ≤ min

(
1,
∣∣∣ γmp

∆Fmp

∣∣∣ { min
(
βvp − u∗, FV

mp , u∗, FV
mp − αc

m

)
if ∆Fmp > 0

min
(
βcm − u∗, FV

mp , u∗, FV
mp − αv

p

)
if ∆Fmp < 0

)
. (37)

Remark 5.3. Let us enlighten that the local maximum principle (36) relies on subcell mean values.
And because this constraint is not concerned with the whole polynomial set of values, it is very
well-known that one has to relax it to preserve scheme accuracy in the presence of smooth extrema.

Smooth extrema relaxation. In order to preserve high-accuracy in the vicinity of smooth extrema,
we make use of a subcell level version of the smooth detector we introduced in our previous article,
[59]. This latter is closely related to the smoothness indicator for finite elements, [39]. The basic
idea of this detector is the following: the numerical solution is supposed to exhibit a smooth extrema
if at least the linearized version of the numerical solution spatial derivatives present a monotonous
profile. To this end, let us introduce the following subcell linear reconstructions

vm
x (x) = ∂x uch

m
+∇x (∂x uch)

m
� (x− xc

m),

vm
y (x) = ∂y uch

m
+∇x (∂y uch)

m
� (x− xc

m).

(38a)

(38b)

In (38), xc
m denotes the centroid of subcell Sc

m, while ∂x\y uch
m and ∇x (∂x\y u

c
h)

m
are nothing but

the averaged values on Sc
m of the successive partial derivatives of uch. In practice, this smoothness

indicator works as a vertex-based limiter on vm
x\y(x). Due to their linearity, functions vm

x\y(x) attain
their extrema at the vertices xq ∈ Pc

m. Then, we consider that the exact weak solution underlying
the numerical solution uh presents a smooth profile in subcell Sc

m if, for any vertex xq ∈ Pc
m, the

linearized spatial derivative functions ensure the following constraint

vmin
x, q ≤ vmx (xq) ≤ vmax

x, q and vmin
y, q ≤ vmy (xq) ≤ vmax

y, q , (39)

where vmin
x\y, q and vmax

x\y, q are respectively defined as

vmin
x\y, q = min

v∈Vq

vm
x\y(xq) and vmax

x\y, q = max
v∈Vq

vm
x\y(xq). (40)

Practically, if ∀xq ∈ Pc
m, conditions (39) are ensured, we then consider that the numerical solution

presents a smooth profile on subcell Sc
m. Finally, if both the solution is considered smooth in both

subcells Sc
m and Sv

p , the blended coefficient constraint through the local maximum condition (36) is
relaxed. This procedure allows in practice the preservation of smooth extrema along with the order
of accuracy for smooth problems, see Section 5.3.6 to observe the impact of such relaxation. Let us
emphasize that this smooth extrema is not needed for second-order approximation. Furthermore,
considering the third-order local subcell monolithic DG/FV scheme, the smoothness detection has
to be performed at the cell level, instead of the subcell level, as in this case the second derivatives
∇x (∂x\y u

c, n
h ) are constant over the cell.
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5.2.2. Euler system and local maximum principle
Regarding the local maximum principle previously introduced, the natural system counterpart would
be to apply the previous criteria to the Riemann invariants. However, in the non-linear system case,
those quantities are not easy to get nor to manipulate. We could have used a linearized version of
the Riemann invariants, as in [61] for instance, but for sake of simplicity we naively apply the local
maximum principle to one of the conserved variables. This local maximum principle is then relaxed,
by means of the same smooth extrema detector previously introduced, but this time based on the
chosen conservative variable. In the numerical results Section 5.3, we choose to either work with
the density or the total energy, as these physical quantities would be sensitive to any type of wave.
Also, as theoretically there is no local maximum principle for the conserved variables, we add the
faces’ FV Riemann intermediate state to the local bounds, as

αc
m := min

Sw
q ∈N (Sc

m)

(
vw, n
q , v∗, FV

mq

)
≤ v c,n+1

m ≤ max
Sw
q ∈N (Sc

m)

(
vw, n
q , v∗, FV

mq

)
:= βcm, (41)

where v ∈
{
ρ, qx, qy, E

}
. The blending coefficient θmp is then defined as previously (37). Similarly

to the SCL case, this local maximum principle has to be relaxed to preserve accuracy in the presence
of smooth extrema.

5.3. Numerical results: global and local maximum principles
Similarly to the numerical results section devoted to entropy stability, Section 4.4, we make use
here of several widely addressed and challenging test cases to demonstrate the performance and
robustness of this local subcell monolithic DG/FV scheme ensuring Global Maximum Principle and
positivity in the system case (GMP), as well as a relaxed Local Maximum Principle (LMP) to
reduce the apparition of non-physical oscillations. In all following test cases, if not stated otherwise,
the simple case of global Lax-Friedrichs numerical flux will be used for both the DG scheme and
subcell first-order FV one. Regarding the cell decomposition into subcells, as observed in [59], this
does not have a major influence on the quality of the numerical results, especially in non-linear
cases. Consequently, the simple case of the quad/tri subdivision, Figure 1(a), will be used if not
specified differently. Last, for the 2D non-linear problems, we make use of the blending coefficients
smoothening procedures, see Section 3.2. The less diffusive one, introduced in Section 3.1, will be
used if not stated otherwise.

5.3.1. 1D linear advection case
As for the entropy stability section, we first consider the very simple case of 1D linear advection of
a composite signal. In Figure 10, the numerical solutions obtained by means of the P 6 monolithic
DG/FV scheme ensuring the GMP and a (relaxed)-LMP, on a coarse grid made of only 40 cells,
respectively after one and four periods, are displayed. One can see in Figure 10 how the scheme
behaves, producing an extremely accurate solution while ensuring the preservation of the global
maximum principle and a very low oscillatory profile, both after one and four periods. We can also
observe how the smooth extrema relaxation has permitted to accurately capture the smooth parts
of the solution. Indeed, one can clearly see in Figure 10(b), in which the solutions obtained through
both relaxed and non-relaxed LMP, the importance and the very good performance of the smooth
extrema relaxation presented here.
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Figure 10: P 6-DG/FV with GMP and (relaxed)-LMP on 40 cells, after one and four periods

5.3.2. 1D Buckley non-convex case
Now, by means of the same two test cases used previously in the context of the 1D non-convex
flux Buckley SCL, we display in Figure 11 the numerical solutions obtained through the GMP and
relaxed-LMP P 6 monolithic DG/FV using only 40 cells.
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Figure 11: P 6-DG/FV with GMP and relaxed-LMP on 40 cells

While in Section 4.4 we have shown that entropy stability for a given entropy is generally not enough
to capture the unique entropic solution, in Figure 11 one can see how the two maximum principles
imposed here allow the very accurate and robust resolution of the problem under consideration, as
even in this very coarse grid context the numerical solutions are extremely close to the exact entropic
weak solutions.
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5.3.3. 2D non-linear Burgers case
Now, to illustrate how the monolithic subcell flux blending operates, let us make use of the Burgers
equation, defined through (1a) and the flux function F (u) = 1

2

(
u2, u2

)t, with the smooth initial
solution u0(x) = sin(2π (x + y)). The domain is chosen as the unit square [0, 1]2 with periodic
boundary conditions. Through time, the exact solution will exhibit two stationary shocks along
the lines defined by

(
x ∈ [0, 1]2, x+ y = 0.5

)
and

(
x ∈ [0, 1]2, x+ y = 1.5

)
. We run this test case

until t = 0.5 with a sixth-order monolithic DG/FV scheme ensuring a GMP and a relaxed-LMP, on
a very coarse unstructured grid made of 242 cells. In Figure 12(a), we display the subcells’ mean
values while in Figure 12(b) the subcell blending coefficients, see definition (15), are shown.
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Figure 12: P 5-DG/FV scheme with GMP and relaxed-LMP on 242 cells

Firstly, Figure 12(b) illustrates how the monolithic DG/FV scheme works and is able to accurately
capture discontinuities, as only the subcells in a small vicinity of shocks have been computed through
a convex blending of high-order DG reconstructed fluxes and low-order FV fluxes. Elsewhere the
blending coefficients are automatically set to one, which tells us that only the high-order recon-
structed fluxes, which gives the equivalency with a pure DG scheme, were used. Secondly, we can
observe in Figure 12(a) how the scheme has sharply capture the shocks through the different cells.

5.3.4. 2D KPP non-convex case
Now, we consider once more the non-convex flux case of the KPP SCL. A similar set up is used here,
but whilst in Figure 8(b) cell entropy stability was enforced, in Figure 13 we make use of GLM and
relaxed-LMP, combined with the blending coefficient smoother introduced in Section 3.2. While we
have seen that the high-order entropy stable monolithic scheme fails to capture the entropic solution,
here the two maximum principles, GMP and relaxed-LMP, allows the correct approximation of the
unique entropic solution, even in the difficult context of high-order schemes and coarse grids.

5.3.5. 1D modified Sod shock tube problem
Once more, we make use of the modified Sod shock tube problem. In Section 4.4.4, we have seen how
even a pure DG scheme with a simple positivity-preserving limiter was able to capture the correct
solution, and that entropy stability slightly increases robustness and reduces spurious oscillations.
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Figure 13: P 3-DG/FV scheme with GMP and relaxed-LMP on 1054 cells

Now, in a similar configuration, instead of entropy stability, we display the solutions obtained through
the P 5 monolithic DG/FV scheme ensuring positivity and a relaxed-LMP, see Figure 14.
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Figure 14: P 5-DG/FV scheme with positivity and relaxed-LMP on 20 cells

Compared to Figure 9, one can observed on Figure 14 how those two principles allow us to obtain
excellent results, as the numerical solution is non-oscillatory and extremely close to the exact one,
even in this extreme coarse grid and very high order context. Let us however emphasize that this
local subcell monolithic DG/FV scheme is obviously not limited to the case of very high-order of
accuracy on coarse grids. It also performs very well at second or third order, see Figure 15. In the
light of Figure 15, one can see how the third-order monolithic scheme on 100 cells, with positivity
and relaxed-LMP conditions, does produce a numerical solution very close to the exact one.
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Figure 15: P 2-DG/FV scheme with positivity and relaxed-LMP on 100 cells: cells’ mean values

5.3.6. 1D smooth isentropic solution
To test the accuracy of the local subcell monolithic DG/FV scheme in the case of systems, we make
use of a smooth test case initially introduced in [60]. This example has been derived in the isentropic
case, for the perfect gas equation of state with the polytropic index γ = 3. In this special situation,
the characteristic curves of the Euler equations become straight lines and the governing equations
reduce to two Burgers equations. It is then simple to analytically solve this problem. Here, similarly
to [58], we modify the initial data to yield a more challenging example, as

ρ0(x) = 1 + 0.9999999 sin(πx), u0(x) = 0, p0(x) = ρ0(x)γ , x ∈ [−1, 1],

provided with periodic conditions. This means that initially ρ0(−1
2) = 1.E−7 and p0(−1

2) = 1.E−21.
The density and pressure being so close to zero, any numerical scheme not ensuring a positivity
preservation would fail. This is the case of unlimited DG schemes. In Figure 16, numerical solutions
obtained by means of the P 4 monolithic DG/FV scheme with positivity, using both relaxed and
non-relaxed LMP, are depicted at time t = 0.1 using 20 cells. Figure 16(a) demonstrates how
robust the monolithic scheme is, as no loss of positivity is possible due to the theory developed here,
and how accurate it is, the numerical solution being extremely close to the exact one even with
only 20 cells. It also illustrates how the numerical solution deteriorates in the vicinity of smooth
extrema, if no LMP relaxation is used in this coarse mesh context, see Figure 16(b). In Table 2, we
gather the errors and rates of convergence related to the 5th order scheme, along with the global
minimum and the average, in space over the domain and in time covering the whole calculation,
of the blending coefficients. The results confirm the expected fifth-order rate of convergence, even
though the solution has been locally corrected. We can also notice in the light of Table 2 that
refining the mesh, the amount of first-order FV required to stabilize the scheme decreases more and
more, as the minimum and averaged blending coefficients tend to one. One could have expected
such a conclusion since, in this smooth solution context, pure DG is expected to converge to the
exact solution. Hence no blending should be required in the end.
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Figure 16: P 4-DG/FV scheme with positivity, and relaxed and non-relaxed LMP on 20 cells: pressure

L1 L2 θmp

h Eh
L1

qhL1
Eh

L2
qhL2

min. θmp aver. θmp
1
10 9.07E-4 5.86 1.23E-3 5.90 2.00E-1 0.981
1
20 1.56E-5 4.03 2.05E-5 3.83 1.92E-1 0.997
1
40 9.53E-7 4.89 1.44E-6 4.85 5.65E-4 0.999
1
80 3.21E-8 4.80 5.00E-8 4.87 3.48E-5 0.999
1

160 1.15E-9 - 1.71E-9 - 1.00 1.00

Table 2: Convergence rates computed on the pressure for the P 4-DG/FV scheme with positivity and relaxed-LMP

5.3.7. 2D Sod shock tube problem
To close this numerical application section and assess once again the high capability of this local
subcell monolithic DG/FV method, the 2D Euler compressible gas dynamics system (32) case will
be now addressed. First, we consider the extension of the classical Sod shock tube [52] to cylindrical
geometry. At the initial time, the states on the left and on the right sides of the interface, located at
r = 0.5, are constant. The left state is a high pressure fluid characterized by (ρL0 , p

L
0 ,v

L
0 ) = (1, 1,0),

the right state is a low pressure fluid defined by (ρR0 , p
R
0 ,v

R
0 ) = (0.125, 0.1,0). The gamma gas law is

defined by γ = 7
5 . The computational domain is defined in polar coordinates by (r, θ) ∈ [0, 1]× [0, π4 ].

We prescribe symmetry boundary conditions at the boundaries θ = 0 and θ = π
4 , and an outflow

condition at r = 1. The exact solution consists of three circular waves, a shock followed by a contact
discontinuity and rarefaction wave. The aim of this test case is then to assess the local subcell
monolithic DG/FV scheme accuracy while ensuring a non-oscillatory behavior, and its ability to
preserve the radial symmetry. In Figure 17, the P 5 monolithic DG/FV scheme with positivity and
relaxed-LMP has been used on a very coarse anisotropic mesh made of only 110 triangular cells. In
the light of Figure 17(a), one can see how the radial wave structure has been accurately captured,
even in this extremely coarse mesh case, and how the three types of waves travel and go through
the large cells. Figure 17(b), where the subcells’ mean values versus the subcell centroid radii are
displayed, confirms this statement as the different points for a given radius do coincide.
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Figure 17: P 5-DG/FV scheme with positivity and relaxed-LMP on a 110 cells mesh

5.3.8. 2D Sedov point blast problem
We consider the Sedov problem for a point-blast in a uniform medium. An exact solution based on
self-similarity arguments is available, see for instance [32]. The initial conditions are characterized
by (ρ0, p0,v0) = (1, 10−14,0), and the polytropic index is equal to 7

5 . We set an initial delta-function
energy source at the origin prescribing the pressure in a control volume, yet to be defined, containing
the origin as follows, por = (γ − 1) ε0

vor
, where vor denotes the measure of the chosen control volume

and ε0 the total amount of release energy. By choosing ε0 = 0.244816, as suggested in [32], the
solution consists of a diverging infinite strength shock wave whose front is located at radius r = 1
at t = 1, with a peak density reaching 6. The computational domain is defined in polar coordinates
by (r, θ) ∈ [0, 1.2] × [0, π4 ]. Similarly to the polar Sod shock tube problem, we prescribe symmetry
boundary conditions at the boundaries θ = 0 and θ = π

4 , and an outflow condition at r = 1.2.
Regarding the control volume in which the delta-function energy will be dropped off, generally the
cell containing the origin is considered. Here, similarly to [59] and to make this test case even more
challenging, we choose to restrict the energy source only to the one subcell containing the origin.
This means that initially, in one grid element the pressure in one subcell will be set to por, while in
the remainder of the cell the pressure will be 10−14. Let us further emphasize that generally in this
test case, because one cannot simulate vacuum, the initial pressure is set to 10−6 over the domain,
except at the origin. Here, to make it once again more challenging, we set the initial pressure to
10−14. We run this modified Sedov point blast problem with the P 5 monolithic DG/FV scheme, with
positivity and relaxed-LMP conditions, on a very coarse grid made of 271 cells. In this particular
case, the amount of total energy contained in the subcell located at the origin reaches 1947.5, while
in the rest of the cell as well as in the remainder of the domain the total energy is set to 2.5E-14.
Any scheme lacking positivity-preserving property or a rigorous stabilization technique would fail
solving this test problem. In Figure 18, one can see how the circular aspect of the shock has been
accurately captured by the scheme and the shock wave front is correctly located. This latter further
goes inside and through different cells, enlightening the very robust and precise subcell resolution of
this local subcell monolithic DG/FV method. The numerical solution produced remains quite close
to the one-dimensional self-similar exact solution, see Figure 18(b).
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Figure 18: P 5-DG/FV scheme with positivity and relaxed-LMP on a 271 cells mesh

Once again, this local subcell monolithic DG/FV scheme performs also very well for lower order
methods, as depicted in Figure 19 where a finer grid made of 2894 cells has been used. Indeed,
the P 2 monolithic scheme solution is very close to the one-dimensional analytical solution. In
Figure 19(a), only the cell total energy means values are represented, and not the submean values
as we generally do, for a better readability of the results in this finer grid context.
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Figure 19: P 2-DG/FV scheme with positivity and relaxed-LMP on 2894 cells

5.3.9. 2D forward-facing step problem
We now consider the forward facing step problem, which has been initially introduced by A. Emery
in [14], and further studied by P. Woodward and P. Colella in [62]. This challenging test case consists
in a Mach 3 flow in a 3 units in length and 1 unit in width wind tunnel. Initially, the tunnel is
filled with a gamma gas law with γ = 7

5 , which everywhere has density ρ0 = 1.4, pressure p0 = 1

and velocity v0 = (3, 0)t. The 0.2 high step being located at x = 0.6, the computational domain is
then ([0, 3]× [0, 1]) \ ([0.6, 3]× [0.2, 1]). Gas with this density, pressure and velocity is continually
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fed in from the left-hand boundary. Let us emphasize that unlike as it is generally done, we did not
refine the mesh near the corner, see Figure 20(b) for instance, nor modify in any way our monolithic
DG/FV scheme.
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Figure 20: Local subcell monolithic DG/FV scheme: subcells’ density mean values

In Figure 20, we compare the numerical solutions obtained by means of our local subcell monolithic
DG/FV scheme, ensuring positivity and a relaxed-LMP, respectively with a P 1 on a fine grid made
of 84108 cells and P 3 on coarse grid made of 680 cells. Firstly, let us note that the P 1 monolithic
DG/FV scheme has produced a quite satisfactory solution close to the expected one, and has been
able to capture the Kelvin-Helmholtz instabilities at the top of the channel. Secondly, let us point
out that due to the complexity of the flow, with multiple shock waves and walls interacting, the
benefit of high-order schemes over low order schemes may be limited. However, as depicted in
Figure 20(b), high-order schemes on coarse grids may be a good solution to obtain the main features
of the solution under investigation. Indeed, despite the coarseness of the mesh used in Figure 20(b),
the shocks and the rarefaction fan created around the corner are quite well resolved, while ensuring
a low oscillatory behavior. Now, to capture the finer structures of the solution, a finer mesh has
to be used, keeping in mind that high-order monolithic DG/FV scheme will always outclass the
lower-order ones, but being obviously more computationally costly.
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5.3.10. 2D hypersonic flow over half cylinder problem
The hypersonic flow over a half-cylinder test case is a well-documented test case used to challenge
numerical methods. Specifically, some schemes may develop the infamous carbuncle phenomenon,
even using classical FV scheme. Instead of producing a smooth bow shock profile upstream of
the half-cylinder, the carbuncle issue manifests as a pair of oblique shocks ahead of the stagnation
region, compromising the overall flow predictions around the cylinder. Following the approach in
[47], we simulate an inviscid flow at Mach Ma = 20 around a half-cylinder blunt body subjected to
an incoming hypersonic flow characterized by (ρi, pi, vi) =

(
1, 1, (Ma

√
γ, 0)t

)
with γ = 7

5 . The
steady-state resulting flow is simulated using an explicit time-marching procedure, ending at time
t = 2.5. The computational domain is sufficiently large, containing half of a cylinder centered at the
origin with a radius r = 1 and a left incoming hypersonic flow. At the cylinder surface, a wall-type
boundary condition is applied, while the bottom and upper boundary conditions are free outflow
and an inflow condition is applied at the left boundary. First, to exhibit the so-called carbuncle
effect, we display in Figure 21 the numerical solutions obtained using a first-order FV scheme, based
respectively on HLL and HLL-C numerical fluxes, on a fine grid made of 25266 cells, see Figure 21(a).
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Figure 21: 1st-order FV scheme on a grid made of 25266 cells with HLL and HLL-C numerical fluxes
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As expected, the use of HLL-C numerical flux does trigger the carbuncle effect, see Figure 21(c),
while the use of HLL numerical flux does not, see Figure 21(b). Now, in addition to assessing the
robustness of our monolithic scheme in this Mach 20 hypersonic flow context, we want to evaluate
how the carbuncle effect translates going to higher orders of accuracy. To do so, we run our P 2

monolithic DG/FV scheme, ensuring positivity and a relaxed-LMP, on a coarse mesh made of 1044
cells, and display the solutions in Figure 22.
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Figure 22: P 2-DG/FV scheme with positivity and relaxed-LMP on 1044 cells: density

Let us first emphasize that it is absolutely not required to use the same numerical flux to compute
the DG residual in (7) and for the first-order FV flues in (9). Thus, to see the repercussion of
such choices on the potential trigger of the carbuncle effect, we compare in Figure 22 the solutions
obtained by means of our P 2 monolithic DG/FV scheme respectively using HLL-C numerical flux for
both DG (hence the reconstructed fluxes) and the first-order FV fluxes in the first case, Figure 22(a),
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and HLL-C for DG and HLL for the FV fluxes in the second case, Figure 22(b). In Figure 22(a), one
can see that even going to high order of accuracy, the use of HLL-C numerical flux does trigger the
carbuncle effect. However, if in the monolithic scheme, the first-order numerical method forming the
safe base of this blended scheme uses HLL numerical flux, the approximated solution will not present
any carbuncle effect. This highlights the fact that, with appropriate choices for the DG and FV
numerical fluxes, it should be possible to ensure some properties on the high-order parts of solution
and others on the low-order parts of the solution. Finally, to test once more the high capability and
robustness of this monolithic scheme going to very high-order of accuracy and very coarse meshes,
even in the simulation of this complex high Mach hypersonic flow, we show in Figure 23 the solution
obtained by means of the P 5 monolithic DG/FV scheme, ensuring positivity and a relaxed-LMP, on
an extremely coarse mesh made of only 292 cells.
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(a) HLL-C/HLL: density
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Figure 23: P 5-DG/FV scheme with positivity and relaxed-LMP on 292 cells
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In the light of Figure 23(a), one can see once more how robust and accurate the monolithic scheme is,
taking into account the extreme coarseness of the grid used, as the scheme has been able to capture
the bow structure of the shock. Furthermore, the blending coefficients displayed on Figure 23(b)
allow us to illustrate what has been said in Remark 5.2. Indeed, one can see that, in cells containing
the bow shock, every subcell is computed through a first-order FV scheme, as the θ c

m are equal
to zero everywhere in the cell. This shows that the reconstructed fluxes may have developed non-
admissible values, revealing that DG scheme has totally failed in those cells. This generally comes
from the computation of the square root of negative values in the evaluation of the DG numerical
fluxes. But as long as the first-order scheme is robust, the monolithic and its associated simulation
code could not crash.

6. Conclusion

This article is concerned with the construction of a new type of monolithic scheme, based on general
unstructured grids, blending locally at the subcell level DG scheme and first-order FV scheme. This
subcell blending procedure relies on the expression of DG methods as a finite volume scheme on a
subgrid. By means of this theoretical part, we combine in a convex manner, at the subcell level,
the so-called reconstructed fluxes and first-order FV numerical fluxes, through a blending coefficient
θmp. The next step is then to determine those blending coefficients to achieve all the desired prop-
erties. In the first part of this paper, we have first focused our attention on the issue of entropy
stability. Different types of entropy stabilities were hence introduced, along with the corresponding
blending coefficients. In particular, a semi-discrete cell entropy stability, for a given entropy, has
been proposed which allows the preservation of the high-order accuracy of the local subcell mono-
lithic DG/FV scheme. However, the numerical results showed that this entropy criterion might be,
in some complex case, too relaxed to capture the unique entropic weak solution. Furthermore, the
cost of such entropy condition is very high as the first-order FV numerical fluxes have to be specifi-
cally modified, which may lead to the loss of other desired properties as positivity for instance. In
a second part, we focus on the imposition of different maximum principles, a global one to ensure
the numerical solution to remain in a convex admissible set, and a local one to address the issues of
spurious oscillations. A wide number of test cases on different problems have been used to depict
the very good performance and robustness of the presented monolithic scheme using those principles.

In a very near future, we expect to apply those monolithic schemes to the problematic of coastal
flows simulation and their coupling with a moving object. We also intend to extend this local
subcell monolithic DG/FV framework to multi-dimensional approximated Riemann solvers, and
then to moving grid configurations, both in ALE and Lagrangian formalisms. Finally, we plan as
well to extend the present scheme to the three-dimensional case, as the theory developed should
remain exactly the same.
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Appendices
A. Some properties on FV schemes and E-fluxes

This appendix aims at recalling some properties yield by a FV scheme

uc, n+1
m = uc, nm − ∆t

|Sc
m|

∑
Sv
p ∈V c

m

lmpF
(
uc, nm , uv, np ,nmp

)
, (A.1)

relying on a general numerical flux (3), in the simple case of SCL. All the following properties can
be easily extended to systems and other types of fluxes as HLL for instance.

A.1. Discrete maximum principle
First, let us show that following discrete maximum principle holds

min
(
uc, nm , min

Sv
p ∈V c

m

uv, np

)
≤ uc, n+1

m ≤ max
(
uc, nm , max

Sv
p ∈V c

m

uv, np

)
. (A.2)

Following the steps presented in Section 3, scheme (A.1) can be recast into the following Godunov-
type form

uc,n+1
m =

(
1− ∆t

|Sc
m|

∑
Sv
p ∈V c

m

lmp γmp

)
uc,nm +

∆t

|Sc
m|

∑
Sv
p ∈V c

m

lmp γmp u
∗, FV
mp , (A.3)

where u∗, FV
mp := u∗(uc,nm , uv,np ,nmp), the FV Riemann intermediate state, writes as

u∗(uL, uR,n) =
uL + uR

2
−
(
F (uR)− F (uL)

)
� n

2 γ(uL, uR,n)
. (A.4)

A sufficient condition to ensure (A.2) is then to show that u∗(uL, uR,n) lies in I(uL, uR). This
condition is evident, as

u∗(uL, uR,n) = uL

(
1

2
+

β

2 γ

)
+ uR

(
1

2
− β

2 γ

)
,

with γ := γ(uL, uR,n) and β = (F (uR)−F (uL)) �n
uR−uL

. Since γ ≥ maxw∈ I(uL,uR)(|F ′(w) � n|), it directly
follows that |β| ≤ γ. The intermediate state u∗ hence writes as a convex combination of uL and uR.

A.2. Discrete entropy stability
Now, let us recall that the discrete scheme (A.1) is entropy stable for any entropy, as it implies the
following inequality

η
(
uc, n+1
m

)
≤ η

(
uc, nm

)
− ∆t

|Sc
m|

∑
Sv
p ∈V c

m

lmp ϕ
∗ (uc, nm , uv, np ,nmp

)
, (A.5)

with function ϕ∗, a consistent numerical entropy flux, such that ϕ∗(u, u,n) = ϕ(u) � n. To be
coherent with the numerical flux F under consideration (3), we define the numerical entropy flux as

ϕ∗(uL, uR,n) =

(
ϕ(uL) + ϕ(uR)

)
� n

2
− γ(uL, uR,n)

2

(
η(uR)− η(uL)

)
. (A.6)
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To demonstrate (A.5), let us first see that, by convexity of the entropy, the convex relation (A.3)
leads to

η
(
uc,n+1
m

)
≤ η (uc,nm )− ∆t

|Sc
m|

∑
Sv
p ∈V c

m

lmp γmp

(
η (uc,nm )− η

(
u∗, FV
mp

))
. (A.7)

Thus, it directly follows that a sufficient condition to obtain (A.5) is

− γmp

(
η
(
uc,nm

)
− η
(
u∗, FV
mp

))
≤ −

(
ϕ∗
(
uc, nm , uv, np ,nmp

)
− ϕ

(
uc,nm

)
� nmp

)
.

By means of the numerical entropy flux (A.6), this sufficient condition can be reformulated as follows

η
(
u∗(uL, uR,n)

)
≤ η(uL) + η(uR)

2
−
(
ϕ(uR)− ϕ(uL)

)
� n

2 γ(uL, uR,n)
. (A.8)

To ensure that condition (A.8) is indeed guaranteed, let us introduce the following Riemann problem
∂t u(x, t) +∇x � F (u(x, t)) = 0, (x, t) ∈ Rd × R+,

u(x, 0) =

{
uL if (x � n) < 0,
uR if (x � n) > 0.

(A.9a)

(A.9b)

Introducing rotated space variables ξn = (x � n) and ξτ = (x � τ ), with n a given unit normal and
τ = n⊥, and due to the invariance by rotation of SCL, equation (A.9a) rewrites as

∂t u+ ∂ξn (F (u) � n) + ∂ξτ (F (u) � τ ) = 0.

Finally, because u0 does only depends on ξn, the solution u does as well, and the PDE reduces to
the following 1D problem

∂t u+ ∂ξnFn(u) = 0, (A.10)

where Fn(u) = (F (u) � n). Now, let us show that u∗(uL, uR,n), defined in (A.4), is nothing but
the average value of W

( ξn
t ; uL, uR

)
, the unique entropic weak solution of the considered Riemann

problem, as long as γ := γ(uL, uR,n) ≥ maxw∈ I(uL,uR)(|F ′(w)�n|). In this case, the waves produced
by the initial discontinuity will remain left and right bounded by respectively ξn = ± γ t, as depicted
by Figure A.24. First, integrating equation (A.10) onto the time-space box [−γ t, γ t] × [0,∆t],
displayed in Figure A.24, one gets

1

2 γ∆t

∫ γ t

−γ t
W
( ξn
∆t

; uL, uR

)
d ξn =

uL + uR
2

−
(
F (uR)− F (uL)

)
� n

2 γ
:= u∗. (A.11)

Because W
( ξn

t ; uL, uR
)
, the unique entropic weak solution, lies in I(uL, uR), it furthers demon-

strates that u∗ ∈ I(uL, uR) as well. Now, let us recall that the unique solution u(x, t) := W
( ξn

t ; uL, uR
)

ensures, in a weak sens, the following entropic inequalities

∂t η(u) + ∂ξnϕn(u) ≤ 0, (A.12)

for any couple entropy - entropy flux (η,ϕ), where ϕn(u) = (ϕ(u) � n). Similarly as before, integrat-
ing (A.12) onto [−γ t, γ t]× [0,∆t], it follows that

1

2 γ∆t

∫ γ t

−γ t
η

(
W
( ξn
∆t

; uL, uR

))
d ξn ≤ η(uL) + η(uR)

2
−
(
ϕ(uR)− ϕ(uL)

)
� n

2 γ
. (A.13)
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ξn

t
γ t−γ t

uL
∆t

uR

2 γ∆t

u∗

Figure A.24: Riemann fan

Finally, due to entropy convexity and using Jensen’s inequality

η (u∗) := η

(
1

2 γ∆t

∫ γ t

−γ t
W
( ξn
∆t

; uL, uR

)
d ξn

)
≤ 1

2 γ∆t

∫ γ t

−γ t
η

(
W
( ξn
∆t

; uL, uR

))
d ξn,

relation (A.13) reduces to the desired condition (A.8).

A.3. Two-point Tadmor relation
Here, we show that the use of a numerical flux (3) with γ(uL, uR,n) ≥ maxw∈ I(uL,uR)(|F ′(w) �n|),
for which we have just displayed how it ensures a discrete entropy inequality for any entropy, also
guarantees the Tadmor inequality (24). Such inequality ensures the semi-discrete FV scheme to be
entropy stable for a given entropy, [55, 56]. To this end, we will exhibit how a numerical flux (3)
can be put into the following form, with D ≥ 0

F (uL, uR,n) =
Ψ(vR)−Ψ(vL)

vR − vL
� n− D

2
(vR − vL), (A.14)

where vL/R = v(uL/R). If the entropy viscosity dissipation coefficient D = 0, the semi-discrete FV
scheme will be entropy conservative, while being entropy dissipative for D > 0. The combination of
definitions (3) and (A.14) states that the entropy dissipation coefficient is given by

D = γ

(
uR − uL
vR − vL

)
+

2

(vR − vL)2

(
ψR −ψL − (FL + FR)

2
(vR − vL)

)
� n,

= γ

(
uR − uL
vR − vL

)
+

2

(vR − vL)2

(∫ vR

vL

Ψ′(v) d v − (FR + FL)

2

∫ uR

uL

v′(u) du

)
� n,

where γ := γ(uL, uR,n), while ψL/R = ψ(uL/R) = Ψ(vL/R) and FL/R = F (uL/R). By definition of
the entropy potential flux, we have that Ψ′(v(u)) = F (v(u)). By a change of variable in the first
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integral, it follows that

D = γ

(
uR − uL
vR − vL

)
+

2

(vR − vL)2

(∫ uR

uL

F (u) v′(u) du− (FR + FL)

2

∫ uR

uL

v′(u) du

)
� n,

= γ

(
uR − uL
vR − vL

)
− 1

(vR − vL)2

∫ uR

uL

n �
(
FR + FL − 2F (u)

)
v′(u) du,

=

(
uR − uL
vR − vL

)2 1

uR − uL

∫ uR

uL

(
γ −

(
FR + FL − 2F (u)

)
� n

uR − uL

)
︸ ︷︷ ︸

Γ(u)

v′(u) du.

Finally, thanks to the entropy convexity, v′(u) > 0, if ∀u ∈ I(uL, uR),Γ(u) ≥ 0 then D ≥ 0. This is
actually the case because

Γ(u) ≥ γ −
∣∣∣∣∣
(
FR + FL − 2F (u)

)
� n

uR − uL

∣∣∣∣∣ ≥ γ −
∣∣(FR − F (u)

)
� n
∣∣+ ∣∣(FL − F (u)

)
� n
∣∣

|uR − uL|
,

= γ −
(∣∣∣∣ u− uL
uR − uL

∣∣∣∣
∣∣∣∣∣
(
F (u)− FL

)
� n

u− uL

∣∣∣∣∣+
∣∣∣∣ uR − u

uR − uL

∣∣∣∣
∣∣∣∣∣
(
FR − F (u)

)
� n

uR − u

∣∣∣∣∣
)
,

≥ γ −
( |u− uL|+ |uR − u|

|uR − uL|

)
max

w∈ I(uL,uR)
(|F ′(w) � n|),

= γ − max
w∈ I(uL,uR)

(|F ′(w) � n|).

Under the condition that γ ≥ maxw∈ I(uL,uR)(|F ′(w) � n|), the numerical flux (3) can indeed be
expressed as in (A.14) with an entropy dissipation coefficient D ≥ 0.
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